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## Preface

Applied Mathematics and Approximation Theory (AMAT) is an international conference that brings together researchers from all areas of Applied Mathematics and Approximation Theory held every 3 or 4 years. This special volume is devoted to the proceedings having to do more with applied mathematics contents presented in the 3rd AMAT Conference held at TOBB Economics and Technology University, during May 28-31, 2015 in Ankara, Turkey.
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# Bivariate Left Fractional Polynomial Monotone Approximation 

George A. Anastassiou


#### Abstract

Let $f \in C^{r, p}\left([0,1]^{2}\right), r, p \in \mathbb{N}$, and let $L^{*}$ be a linear left fractional mixed partial differential operator such that $L^{*}(f) \geq 0$, for all $(x, y)$ in a critical region of $[0,1]^{2}$ that depends on $L^{*}$. Then there exists a sequence of two-dimensional polynomials $Q_{\overline{m_{1}}, \overline{m_{2}}}(x, y)$ with $L^{*}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}(x, y)\right) \geq 0$ there, where $\overline{m_{1}}, \overline{m_{2}} \in \mathbb{N}$ such that $\overline{m_{1}}>r, \overline{m_{2}}>p$, so that $f$ is approximated left fractionally simultaneously and uniformly by $Q_{\overline{m_{1}}, \overline{m_{2}}}$ on $[0,1]^{2}$. This restricted left fractional approximation is accomplished quantitatively by the use of a suitable integer partial derivatives two-dimensional first modulus of continuity.


## 1 Introduction

The topic of monotone approximation started in [5] has become a major trend in approximation theory. A typical problem in this subject is: given a positive integer $k$, approximate a given function whose $k$ th derivative is $\geq 0$ by polynomials having this property.

In [2] the authors replaced the $k$ th derivative with a linear differential operator of order $k$. We mention this motivating result.

Theorem 1 Let $h, k, p$ be integers, $0 \leq h \leq k \leq p$ and let $f$ be a real function, $f^{(p)}$ continuous in $[-1,1]$ with modulus of continuity $\omega\left(f^{(p)}, x\right)$ there. Let $a_{j}(x)$, $j=h, h+1, \ldots, k$ be real functions, defined and bounded on $[-1,1]$ and assume $a_{h}(x)$ is either $\geq$ some number $\alpha>0$ or $\leq$ some number $\beta<0$ throughout $[-1,1]$. Consider the operator

$$
L=\sum_{j=h}^{k} a_{j}(x)\left[\frac{d^{j}}{d x^{j}}\right]
$$

[^0]and suppose, throughout $[-1,1]$,
\[

$$
\begin{equation*}
L(f) \geq 0 . \tag{1}
\end{equation*}
$$

\]

Then, for every integer $n \geq 1$, there is a real polynomial $Q_{n}(x)$ of degree $\leq n$ such that

$$
L\left(Q_{n}\right) \geq 0 \text { throughout }[-1,1]
$$

and

$$
\max _{-1 \leq x \leq 1}\left|f(x)-Q_{n}(x)\right| \leq C n^{k-p} \omega\left(f^{(p)}, \frac{1}{n}\right),
$$

where $C$ is independent of $n$ or $f$.
We need
Definition 2 (see Stancu [6]) Let $f \in C\left([0,1]^{2}\right),[0,1]^{2}=[0,1] \times[0,1]$, where $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in[0,1]^{2}$ and $\delta_{1}, \delta_{2} \geq 0$. The first modulus of continuity of $f$ is defined as follows:

$$
\omega_{1}\left(f, \delta_{1}, \delta_{2}\right)=\sup _{\substack{\left|x_{1}-x_{2}\right| \leq \delta_{1} \\\left|y_{1}-y_{2}\right| \leq \delta_{2}}}\left|f\left(x_{1}, y_{1}\right)-f\left(x_{2}, y_{2}\right)\right| .
$$

Definition 3 Let $f$ be a real-valued function defined on $[0,1]^{2}$ and let $m, n$ be two positive integers. Let $B_{m, n}$ be the Bernstein (polynomial) operator of order ( $m, n$ ) given by

$$
\begin{align*}
& B_{m, n}(f ; x, y)  \tag{2}\\
= & \sum_{i=0}^{m} \sum_{j=0}^{n} f\left(\frac{i}{m}, \frac{j}{n}\right) \cdot\binom{m}{i} \cdot\binom{n}{j} \cdot x^{i} \cdot(1-x)^{m-i} \cdot y^{j} \cdot(1-y)^{n-j} .
\end{align*}
$$

For integers $r, s \geq 0$, we denote by $f^{(r, s)}$ the differential operator of order $(r, s)$, given by

$$
f^{(r, s)}(x, y)=\frac{\partial^{r+s} f(x, y)}{\partial x^{r} \partial y^{s}} .
$$

We use
Theorem 4 (Badea and Badea [3]). It holds that

$$
\begin{align*}
\left\|f^{(k, l)}-\left(B_{m, n} f\right)^{(k, l)}\right\|_{\infty} \leq & t(k, l) \cdot \omega_{1}\left(f^{(k, l)} ; \frac{1}{\sqrt{m-k}}, \frac{1}{\sqrt{n-l}}\right) \\
& +\max \left\{\frac{k(k-1)}{m}, \frac{l(l-1)}{n}\right\} \cdot\left\|f^{(k, l)}\right\|_{\infty} \tag{3}
\end{align*}
$$

where $m>k \geq 0, n>l \geq 0$ are integers, $f$ is a real-valued function on $[0,1]^{2}$ such that $f^{(k, l)}$ is continuous, and $t$ is a positive real-valued function on $\mathbb{Z}_{+}=\{0,1,2, \ldots\}$. Here $\|\cdot\|_{\infty}$ is the supremum norm on $[0,1]^{2}$.

Denote $C^{r, p}\left([0,1]^{2}\right):=\left\{f:[0,1]^{2} \rightarrow \mathbb{R} ; f^{(k, l)}\right.$ is continuous for $0 \leq k \leq r$, $0 \leq l \leq p\}$.

In [1] the author proved the following main motivational result.
Theorem 5 Let $h_{1}, h_{2}, v_{1}, v_{2}, r, p$ be integers, $0 \leq h_{1} \leq v_{1} \leq r, 0 \leq h_{2} \leq v_{2} \leq$ $p$ and let $f \in C^{r, p}\left([0,1]^{2}\right)$. Let $\alpha_{i, j}(x, y), i=h_{1}, h_{1}+1, \ldots, v_{1} ; j=h_{2}, h_{2}+$ $1, \ldots, v_{2}$ be real-valued functions, defined and bounded in $[0,1]^{2}$ and assume $\alpha_{h_{1} h_{2}}$ is either $\geq \alpha>0$ or $\leq \beta<0$ throughout $[0,1]^{2}$. Consider the operator

$$
\begin{equation*}
L=\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} \alpha_{i j}(x, y) \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} \tag{4}
\end{equation*}
$$

and suppose that throughout $[0,1]^{2}$,

$$
L(f) \geq 0 .
$$

Then for integers $m, n$ with $m>r, n>p$, there exists a polynomial $Q_{m, n}(x, y)$ of degree $(m, n)$ such that $L\left(Q_{m, n}(x, y)\right) \geq 0$ throughout $[0,1]^{2}$ and

$$
\begin{equation*}
\left\|f^{(k, l)}-Q_{m, n}^{(k, l)}\right\|_{\infty} \leq \frac{P_{m, n}(L, f)}{\left(h_{1}-k\right)!\left(h_{2}-l\right)!}+M_{m, n}^{k, l}(f), \tag{5}
\end{equation*}
$$

all $(0,0) \leq(k, l) \leq\left(h_{1}, h_{2}\right)$. Furthermore we get

$$
\begin{equation*}
\left\|f^{(k, l)}-Q_{m, n}^{(k, l)}\right\|_{\infty} \leq M_{m, n}^{k, l}(f), \tag{6}
\end{equation*}
$$

for all $\left(h_{1}+1, h_{2}+1\right) \leq(k, l) \leq(r, p)$. Also (6) is true whenever $0 \leq k \leq h_{1}, h_{2}+$ $1 \leq l \leq p$ or $h_{1}+1 \leq k \leq r, 0 \leq l \leq h_{2}$. Here

$$
\begin{align*}
M_{m, n}^{k, l} \equiv & M_{m, n}^{k, l}(f) \equiv t(k, l) \cdot \omega_{1}\left(f^{(k, l)} ; \frac{1}{\sqrt{m-k}}, \frac{1}{\sqrt{n-l}}\right) \\
& +\max \left\{\frac{k(k-1)}{m}, \frac{l(l-1)}{n}\right\} \cdot\left\|f^{(k, l)}\right\|_{\infty} \tag{7}
\end{align*}
$$

and

$$
\begin{equation*}
P_{m, n} \equiv P_{m, n}(L, f) \equiv \sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} l_{i j} \cdot M_{m, n}^{i, j}, \tag{8}
\end{equation*}
$$

where $t$ is a positive real-valued function on $\mathbb{Z}_{+}^{2}$ and

$$
\begin{equation*}
l_{i j} \equiv \sup _{(x, y) \in[0,1]^{2}}\left|\alpha_{h_{1} h_{2}}^{-1}(x, y) \cdot \alpha_{i j}(x, y)\right|<\infty . \tag{9}
\end{equation*}
$$

In this article we extend Theorem 5 to the fractional level. Indeed here $L$ is replaced by $L^{*}$, a linear left Caputo fractional mixed partial differential operator. Now the monotonicity property is only true on a critical region of $[0,1]^{2}$ that depends on $L^{*}$ parameters. Simultaneous fractional convergence remains true on all of $[0,1]^{2}$.

We need
Definition 6 Let $\alpha_{1}, \alpha_{2}>0 ; \alpha=\left(\alpha_{1}, \alpha_{2}\right), f \in C\left([0,1]^{2}\right)$ and let $x=\left(x_{1}, x_{2}\right)$, $t=\left(t_{1}, t_{2}\right) \in[0,1]^{2}$. We define the left mixed Riemann-Liouville fractional two dimensional integral of order $\alpha$ (see also [4]):

$$
\begin{align*}
& \left(I_{0+}^{\alpha} f\right)(x)  \tag{10}\\
& :=\frac{1}{\Gamma\left(\alpha_{1}\right) \Gamma\left(\alpha_{2}\right)} \int_{0}^{x_{1}} \int_{0}^{x_{2}}\left(x_{1}-t_{1}\right)^{\alpha_{1}-1}\left(x_{2}-t_{2}\right)^{\alpha_{2}-1} f\left(t_{1}, t_{2}\right) d t_{1} d t_{2}
\end{align*}
$$

with $x_{1}, x_{2}>0$.
Notice here $I_{0+}^{\alpha}(|f|)<\infty$.
Definition 7 Let $\alpha_{1}, \alpha_{2}>0$ with $\left\lceil\alpha_{1}\right\rceil=m_{1},\left\lceil\alpha_{2}\right\rceil=m_{2}$, ( $\lceil\cdot\rceil$ ceiling of the number). Let here $f \in C^{m_{1}, m_{2}}\left([0,1]^{2}\right)$. We consider the left (Caputo type) fractional partial derivative:

$$
\begin{align*}
& D_{* 0}^{\left(\alpha_{1}, \alpha_{2}\right)} f(x) \\
& :=\frac{1}{\Gamma\left(m_{1}-\alpha_{1}\right) \Gamma\left(m_{2}-\alpha_{2}\right)}  \tag{11}\\
& \cdot \int_{0}^{x_{1}} \int_{0}^{x_{2}}\left(x_{1}-t_{1}\right)^{m_{1}-\alpha_{1}-1}\left(x_{2}-t_{2}\right)^{m_{2}-\alpha_{2}-1} \frac{\partial^{m_{1}+m_{2}} f\left(t_{1}, t_{2}\right)}{\partial t_{1}^{m_{1}} \partial t_{2}^{m_{2}}} d t_{1} d t_{2},
\end{align*}
$$

$\forall x=\left(x_{1}, x_{2}\right) \in[0,1]^{2}$, where $\Gamma$ is the gamma function

$$
\begin{equation*}
\Gamma(v)=\int_{0}^{\infty} e^{-t} t^{\nu-1} d t, \quad v>0 . \tag{12}
\end{equation*}
$$

We set

$$
\begin{align*}
& D_{* 0}^{(0,0)} f(x):=f(x), \quad \forall x \in[0,1]^{2} ;  \tag{13}\\
& D_{* 0}^{\left(m_{1}, m_{2}\right)} f(x):=\frac{\partial^{m_{1}+m_{2}} f(x)}{\partial x_{1}^{m_{1}} \partial x_{2}^{m_{2}}}, \forall x \in[0,1]^{2} . \tag{14}
\end{align*}
$$

Definition 8 We also set

$$
\begin{align*}
& D_{* 0}^{\left(0, \alpha_{2}\right)} f(x):=\frac{1}{\Gamma\left(m_{2}-\alpha_{2}\right)} \int_{0}^{x_{2}}\left(x_{2}-t_{2}\right)^{m_{2}-\alpha_{2}-1} \frac{\partial^{m_{2}} f\left(x_{1}, t_{2}\right)}{\partial t_{2}} d t_{2},  \tag{15}\\
& D_{* 0}^{\left(\alpha_{1}, 0\right)} f(x):=\frac{1}{\Gamma\left(m_{1}-\alpha_{1}\right)} \int_{0}^{x_{1}}\left(x_{1}-t_{1}\right)^{m_{1}-\alpha_{1}-1} \frac{\partial^{m_{1}} f\left(t_{1}, x_{2}\right)}{\partial t_{1}^{1}} d t_{1}, \tag{16}
\end{align*}
$$

and

$$
\begin{align*}
& D_{* 0}^{\left(m, \alpha_{2}\right)} f(x):=\frac{1}{\Gamma\left(m_{2}-\alpha_{2}\right)} \int_{0}^{x_{2}}\left(x_{2}-t_{2}\right)^{m_{2}-\alpha_{2}-1} \frac{\partial^{m_{1}+m_{2}} f\left(x_{1}, t_{2}\right)}{\partial x_{1}^{m_{1}} \partial t_{2}^{m_{2}}} d t_{2},  \tag{17}\\
& D_{* 0}^{\left(\alpha_{1}, m_{2}\right)} f(x):=\frac{1}{\Gamma\left(m_{1}-\alpha_{1}\right)} \int_{0}^{x_{1}}\left(x_{1}-t_{1}\right)^{m_{1}-\alpha_{1}-1} \frac{\partial^{m_{1}+m_{2}} f\left(t_{1}, x_{2}\right)}{\partial t_{1}^{m_{1}} \partial x_{2}^{m_{2}}} d t_{1} . \tag{18}
\end{align*}
$$

## 2 Main Result

We present our main result
Theorem 9 Let $h_{1}, h_{2}, v_{1}, v_{2}, r, p$ be integers, $0 \leq h_{1} \leq v_{1} \leq r, 0 \leq h_{2} \leq v_{2} \leq$ $p$ and let $f \in C^{r, p}\left([0,1]^{2}\right)$. Let $\alpha_{i j}(x, y), i=h_{1}, h_{1}+1, \ldots, v_{1} ; j=h_{2}, h_{2}+$ $1, \ldots, v_{2}$ be real valued functions, defined and bounded in $[0,1]^{2}$ and assume $\alpha_{h_{1} h_{2}}$ is either $\geq \alpha>0$ or $\leq \beta<0$ throughout $[0,1]^{2}$. Let

$$
\begin{aligned}
0 & \leq \alpha_{1 h_{1}} \leq h_{1} \leq \alpha_{11} \leq h_{1}+1<\alpha_{12} \leq h_{1}+2 \\
& <\alpha_{13} \leq h_{1}+3<\ldots<\alpha_{1 v_{1}} \leq v_{1}<\ldots<\alpha_{1 r} \leq r
\end{aligned}
$$

with $\left\lceil\alpha_{1 h_{1}}\right\rceil=h_{1}$;

$$
\begin{aligned}
0 & \leq \alpha_{2 h_{2}} \leq h_{2}<\alpha_{21} \leq h_{2}+1<\alpha_{22} \leq h_{2}+2 \\
& <\alpha_{23} \leq h_{2}+3<\ldots<\alpha_{2 v_{2}} \leq v_{2}<\ldots<\alpha_{2 p} \leq p,
\end{aligned}
$$

with $\left\lceil\alpha_{2 h_{2}}\right\rceil=h_{2}$. Consider the left fractional differential bivariate operator

$$
\begin{equation*}
L^{*}:=\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} \alpha_{i j}(x, y) D_{* 0}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} \tag{19}
\end{equation*}
$$

Let integers $\overline{m_{1}}, \overline{m_{2}}$ with $\overline{m_{1}}>r, \overline{m_{2}}>p$. Set

$$
l_{i j}:=\sup _{(x, y) \in[0,1]^{2}}\left|\alpha_{h_{1} h_{2}}^{-1}(x, y) \cdot \alpha_{i j}(x, y)\right|<\infty .
$$

Also set $\left(\left\lceil\alpha_{1 i}\right\rceil=i,\left\lceil\alpha_{2 j}\right\rceil=j,\lceil\cdot\rceil\right.$ ceiling of number $)$

$$
\begin{align*}
M_{\overline{m_{1}}, \bar{m}_{2}}^{i, j} & :=M_{\frac{i, j}{m_{1}, \bar{m}_{2}}}(f):=\frac{1}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right)} \\
& \cdot\left\{t(i, j) \omega_{1}\left(f^{(i, j)} ; \frac{1}{\sqrt{m_{1}}-i}, \frac{1}{\sqrt{m_{2}}-j}\right)\right.  \tag{20}\\
& \left.+\max \left\{\frac{i(i-1)}{\overline{m_{1}}}, \frac{j(j-1)}{\overline{m_{2}}}\right\} \cdot\left\|f^{(i, j)}\right\|_{\infty}\right\},
\end{align*}
$$

$i=h_{1}, \ldots, v_{1} ; j=h_{2}, \ldots, v_{2}$. Here $t$ is a positive real-valued function on $\mathbb{Z}_{+}^{2},\|\cdot\|_{\infty}$ is the supremum norm on $[0,1]^{2}$. Call

$$
\begin{equation*}
P_{\overline{m_{1}}, \overline{m_{2}}}:=P_{\overline{m_{1}}, \overline{m_{2}}}(f)=\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} l_{i j} \cdot M_{\overline{m_{1}}, \overline{m_{2}}}^{i, j} . \tag{21}
\end{equation*}
$$

Then there exists a polynomial $Q_{\overline{m_{1}}, \overline{m_{2}}}(x, y)$ of degree $\left(\overline{m_{1}}, \overline{m_{2}}\right)$ on $[0,1]^{2}$ such that

$$
\begin{align*}
& \left\|D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}(f)-D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}\right)\right\|_{\infty} \\
\leq & \frac{\Gamma\left(h_{1}-k+1\right) \Gamma\left(h_{2}-l+1\right) P_{\overline{m_{1}}, \overline{m_{2}}}}{\Gamma\left(h_{1}-\alpha_{1 k}+1\right) \Gamma\left(h_{2}-\alpha_{2 l}+1\right)\left(h_{1}-k\right)!\left(h_{2}-l\right)!}  \tag{22}\\
& +M_{\overline{m_{1}}, \overline{m_{2}}}^{k, l},
\end{align*}
$$

for $(0,0) \leq(k, l) \leq\left(h_{1}, h_{2}\right)$. If $\left(h_{1}+1, h_{2}+1\right) \leq(k, l) \leq(r, p)$, or $0 \leq k \leq h_{1}$, $h_{2}+1 \leq l \leq p$, or $h_{1}+1 \leq k \leq r, 0 \leq l \leq h_{2}$, we get

$$
\begin{equation*}
\left\|D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}(f)-D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}\right)\right\|_{\infty} \leq M_{\overline{m_{1}}, \overline{m_{2}}}^{k, l} . \tag{23}
\end{equation*}
$$

By assuming $L^{*}(f(1,1)) \geq 0$, we get $L^{*}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}(1,1)\right) \geq 0$. Let $1>x, y>0$, with $\alpha_{1 h_{1}} \neq h_{1}$ and $\alpha_{2 h_{2}} \neq h_{2}$, such that

$$
\begin{align*}
& x \geq\left(\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right)\right)^{\frac{1}{\left(h_{1}-\alpha_{1 h_{1}}\right)}},  \tag{24}\\
& y \geq\left(\Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right)\right)^{\frac{1}{\left(h_{2}-\alpha_{2 h_{2}}\right)}},
\end{align*}
$$

and

$$
L^{*}(f(x, y)) \geq 0 .
$$

Then

$$
L^{*}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}(x, y)\right) \geq 0 .
$$

To prove Theorem 9 it takes some preparation. We need
Definition 10 Let $f$ be a real-valued function defined on $[0,1]^{2}$ and let $\overline{m_{1}}, \overline{m_{2}} \in \mathbb{N}$. Let $B_{\overline{m_{1}}, \overline{m_{2}}}$ be the Bernstein (polynomial) operator of order ( $\overline{m_{1}}, \overline{m_{2}}$ ) given by

$$
\begin{align*}
& B_{\overline{m_{1}}, \overline{m_{2}}}\left(f ; x_{1}, x_{2}\right) \\
& :=\sum_{i_{1}=0}^{\overline{m_{1}}} \sum_{i_{2}=0}^{\overline{m_{2}}} f\left(\frac{i_{1}}{\overline{m_{1}}}, \frac{i_{2}}{\overline{m_{2}}}\right)  \tag{25}\\
& \cdot\binom{\overline{m_{1}}}{i_{1}}\binom{\overline{m_{2}}}{i_{2}} x_{1}^{i_{1}}\left(1-x_{1}\right)^{\overline{m_{1}}-i_{1}} x_{2}^{i_{2}}\left(1-x_{2}\right)^{\overline{m_{2}}-i_{2}} .
\end{align*}
$$

We need the following simultaneous approximation result.
Theorem 11 (Badea and Badea [3]). It holds that

$$
\begin{align*}
& \left\|f^{\left(k_{1}, k_{2}\right)}-\left(B_{\overline{m_{1}}, \overline{m_{2}}} f\right)^{\left(k_{1}, k_{2}\right)}\right\|_{\infty} \\
\leq & t\left(k_{1}, k_{2}\right) \omega_{1}\left(f^{\left(k_{1}, k_{2}\right)} ; \frac{1}{\sqrt{\overline{m_{1}}-k_{1}}}, \frac{1}{\sqrt{\overline{m_{2}}-k_{2}}}\right)  \tag{26}\\
& +\max \left\{\frac{k_{1}\left(k_{1}-1\right)}{\overline{m_{1}}}, \frac{k_{2}\left(k_{2}-1\right)}{\overline{m_{2}}}\right\} \cdot\left\|f^{\left(k_{1}, k_{2}\right)}\right\|_{\infty},
\end{align*}
$$

where $\overline{m_{1}}>k_{1} \geq 0, \overline{m_{2}}>k_{2} \geq 0$ are integers, $f$ is a real-valued function on $[0,1]^{2}$, such that $f^{\left(k_{1}, k_{2}\right)}$ is continuous, and $t$ is a positive real-valued function on $\mathbb{Z}_{+}^{2}$. Here $\|\cdot\|_{\infty}$ is the supremum norm on $[0,1]^{2}$.

Remark 12 We assume that $\overline{m_{1}}>m_{1}=\left\lceil\alpha_{1}\right\rceil, \overline{m_{2}}>m_{2}=\left\lceil\alpha_{2}\right\rceil$, where $\alpha_{1}, \alpha_{2}>0$.
We consider also

$$
\begin{align*}
& D_{* 0}^{\left(\alpha_{1}, \alpha_{2}\right)}\left(B_{\overline{m_{1}}, \overline{m_{2}}} f\right)\left(x_{1}, x_{2}\right) \\
= & \frac{1}{\Gamma\left(m_{1}-\alpha_{1}\right) \Gamma\left(m_{2}-\alpha_{2}\right)}  \tag{27}\\
& \cdot \int_{0}^{x_{1}} \int_{0}^{x_{2}}\left(x_{1}-t_{1}\right)^{m_{1}-\alpha_{1}-1}\left(x_{2}-t_{2}\right)^{m_{2}-\alpha_{2}-1} \frac{\partial^{m_{1}+m_{2}}\left(B_{\overline{m_{1}}, \bar{m}_{2}} f\right)\left(t_{1}, t_{2}\right)}{\partial t_{1}^{m_{1}} \partial t_{2}^{m_{2}}} d t_{1} d t_{2},
\end{align*}
$$

$\forall\left(x_{1}, x_{2}\right) \in[0,1]^{2}$.

Proposition 13 Let $\alpha_{1}, \alpha_{2}>0$ with $\left\lceil\alpha_{1}\right\rceil=m_{1},\left\lceil\alpha_{2}\right\rceil=m_{2}, f \in C^{m_{1}, m_{2}}\left([0,1]^{2}\right)$, where $\overline{m_{1}}, \overline{m_{2}} \in \mathbb{N}: \overline{m_{1}}>m_{1}, \overline{m_{2}}>m_{2}$. Then

$$
\begin{align*}
& \left\|D_{* 0}^{\left(\alpha_{1}, \alpha_{2}\right)} f-D_{* 0}^{\left(\alpha_{1}, \alpha_{2}\right)}\left(B_{\overline{m_{1}}, \overline{m_{2}}} f\right)\right\|_{\infty} \\
\leq & \frac{1}{\Gamma\left(m_{1}-\alpha_{1}+1\right) \Gamma\left(m_{2}-\alpha_{2}+1\right)} \\
& \cdot\left\{t\left(m_{1}, m_{2}\right) \omega_{1}\left(f^{\left(m_{1}, m_{2}\right)} ; \frac{1}{\sqrt{m_{1}}-m_{1}}, \frac{1}{\sqrt{\bar{m}_{2}}-m_{2}}\right)\right. \\
& \left.+\max \left\{\frac{m_{1}\left(m_{1}-1\right)}{\overline{m_{1}}}, \frac{m_{2}\left(m_{2}-1\right)}{\overline{m_{2}}}\right\} \cdot\left\|f^{\left(m_{1}, m_{2}\right)}\right\|_{\infty}\right\}, \tag{28}
\end{align*}
$$

Proof We observe the following

$$
\begin{align*}
&\left|D_{* 0}^{\left(\alpha_{1}, \alpha_{2}\right)} f\left(x_{1}, x_{2}\right)-D_{* 0}^{\left(\alpha_{1}, \alpha_{2}\right)}\left(B_{\overline{m_{1}}, \overline{m_{2}}} f\right)\left(x_{1}, x_{2}\right)\right| \\
&= \frac{1}{\Gamma\left(m_{1}-\alpha_{1}\right) \Gamma\left(m_{2}-\alpha_{2}\right)}  \tag{29}\\
& \cdot \mid \int_{0}^{x_{1}} \int_{0}^{x_{2}}\left(x_{1}-t_{1}\right)^{m_{1}-\alpha_{1}-1}\left(x_{2}-t_{2}\right)^{m_{2}-\alpha_{2}-1} \\
& \left.\cdot\left(\frac{\partial^{m_{1}+m_{2}} f\left(t_{1}, t_{2}\right)}{\partial t_{1}^{m_{1}} \partial t_{2}^{m_{2}}}-\frac{\partial^{m_{1}+m_{2}}\left(B_{\overline{m_{1}}, m_{2}} f\right)\left(t_{1}, t_{2}\right)}{\partial t_{1}^{m_{1}} \partial t_{2}^{m_{2}}}\right) d t_{1} d t_{2} \right\rvert\, \\
& \leq \frac{1}{\Gamma\left(m_{1}-\alpha_{1}\right) \Gamma\left(m_{2}-\alpha_{2}\right)}  \tag{30}\\
& \int_{0}^{x_{1}} \int_{0}^{x_{2}}\left(x_{1}-t_{1}\right)^{m_{1}-\alpha_{1}-1}\left(x_{2}-t_{2}\right)^{m_{2}-\alpha_{2}-1} \\
& \cdot \frac{\partial_{1}^{m_{1}+m_{2}} f\left(t_{1}, t_{2}\right)}{\left.\partial t_{1}^{m_{1}} \partial t_{2}^{m_{2}}-\frac{\partial^{m_{1}+m_{2}}\left(B_{\overline{m_{1}}, \overline{m_{2}}} f\right)\left(t_{1}, t_{2}\right)}{\partial t_{2}^{m_{2}}} \right\rvert\, d t_{1} d t_{2}} \\
&+\frac{126)}{\leq}\left\{t\left(m_{1}, m_{2}\right) \omega_{1}\left(f^{\left(m_{1}, m_{2}\right)} ; \frac{1}{\sqrt{\overline{m_{1}}-m_{1}}}, \frac{1}{\sqrt{m_{2}}-m_{2}}\right)\right.  \tag{31}\\
& \cdot \frac{\left.m_{0}\left\{\frac{m_{1}\left(m_{1}-1\right)}{\overline{m_{1}}}, \frac{m_{2}\left(m_{2}-1\right)}{\overline{m_{2}}}\right\} \cdot\left\|f^{\left(m_{1}, m_{2}\right)}\right\|_{\infty}\right\}}{\Gamma\left(m_{1}-\alpha_{1}\right) \Gamma\left(m_{2}-\alpha_{2}\right)} \\
& \cdot \int_{0}^{x_{1}} \int_{0}^{x_{2}}\left(x_{1}-t_{1}\right)^{m_{1}-\alpha_{1}-1}\left(x_{2}-t_{2}\right)^{m_{2}-\alpha_{2}-1} d t_{1} d t_{2} \\
& 0
\end{align*}
$$

$$
\begin{align*}
& =\frac{x_{1}^{m_{1}-\alpha_{1}} x_{2}^{m_{2}-\alpha_{2}}}{\Gamma\left(m_{1}-\alpha_{1}+1\right) \Gamma\left(m_{2}-\alpha_{2}+1\right)}  \tag{32}\\
& \cdot\left\{t\left(m_{1}, m_{2}\right) \omega_{1}\left(f^{\left(m_{1}, m_{2}\right)} ; \frac{1}{\sqrt{\overline{m_{1}}-m_{1}}}, \frac{1}{\sqrt{\overline{m_{2}}-m_{2}}}\right)\right. \\
& \left.+\max \left\{\frac{m_{1}\left(m_{1}-1\right)}{\overline{m_{1}}}, \frac{m_{2}\left(m_{2}-1\right)}{\overline{m_{2}}}\right\}\left\|f^{\left(m_{1}, m_{2}\right)}\right\|_{\infty}\right\},
\end{align*}
$$

$\forall\left(x_{1}, x_{2}\right) \in[0,1]^{2}$.
Proof (Proof of Theorem 9) Here we use a lot Proposition 13.
Case (i) Assume that throughout $[0,1]^{2}, \alpha_{h_{1} h_{2}} \geq \alpha>0$.
Call

$$
\begin{equation*}
Q_{\overline{m_{1}}, \overline{m_{2}}}(x, y):=B_{\overline{m_{1}}, \overline{m_{2}}}(f ; x, y)+P_{\overline{m_{1}}, \overline{m_{2}}} \frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!} . \tag{33}
\end{equation*}
$$

Then by (28) we get

$$
\begin{equation*}
\left\|D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(f+P_{\overline{m_{1}}, \overline{m_{2}}} \frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!}\right)-D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}\right)\right\|_{\infty} \leq M_{\overline{m_{1}}, \overline{m_{2}}}^{k, l}, \tag{34}
\end{equation*}
$$

all $0 \leq k \leq r, 0 \leq l \leq p$. When $(0,0) \leq(k, l) \leq\left(h_{1}, h_{2}\right)$, inequality (34) becomes

$$
\begin{align*}
& \| D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}(f)+P_{\overline{m_{1}}, \overline{m_{2}}} \frac{\Gamma\left(h_{1}-k+1\right) \Gamma\left(h_{2}-l+1\right) x^{h_{1}-\alpha_{1 k} k^{h_{2}-\alpha_{2 l}}} \overline{\Gamma\left(h_{1}-\alpha_{1 k}+1\right) \Gamma\left(h_{2}-\alpha_{2 l}+1\right)\left(h_{1}-k\right)!\left(h_{2}-l\right)!}}{-D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}\right) \|_{\infty} \leq M_{\overline{m_{1}}, \overline{m_{2}}}^{k, l} .}
\end{align*}
$$

We prove (35) as follows: In (34) we need to calculate $\left((0,0) \leq(k, l) \leq\left(h_{1}, h_{2}\right)\right)$

$$
\begin{align*}
& D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(\frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!}\right) \\
= & \frac{1}{\Gamma\left(k-\alpha_{1 k}\right) \Gamma\left(l-\alpha_{2 l}\right)}  \tag{36}\\
& \cdot \int_{0}^{x} \int_{0}^{y}\left(x-t_{1}\right)^{k-\alpha_{1 k}-1}\left(y-t_{2}\right)^{l-\alpha_{2 l}-1} \frac{t_{1}^{h_{1}-k}}{\left(h_{1}-k\right)!} \frac{t_{2}^{h_{2}-l}}{\left(h_{2}-l\right)!} d t_{1} d t_{2} \\
= & \left(\frac{1}{\Gamma\left(k-\alpha_{1 k}\right)} \int_{0}^{x}\left(x-t_{1}\right)^{k-\alpha_{1 k}-1} \frac{t_{1}^{h_{1}-k}}{\left(h_{1}-k\right)!} d t_{1}\right)  \tag{37}\\
& \cdot\left(\frac{1}{\Gamma\left(l-\alpha_{2 l}\right)} \int_{0}^{y}\left(y-t_{2}\right)^{l-\alpha_{2 l}-1} \frac{t_{2}^{h_{2}-l}}{\left(h_{2}-l\right)!} d t_{2}\right)
\end{align*}
$$

$$
\begin{align*}
= & \frac{1}{\left(h_{1}-k\right)!\Gamma\left(k-\alpha_{1 k}\right)} \int_{0}^{x}\left(x-t_{1}\right)^{k-\alpha_{1 k}-1}\left(t_{1}-0\right)^{\left(h_{1}-k+1\right)-1} d t_{1} \\
& \cdot \frac{1}{\left(h_{2}-l\right)!\Gamma\left(l-\alpha_{2 l}\right)} \int_{0}^{y}\left(y-t_{2}\right)^{l-\alpha_{2 l}-1}\left(t_{2}-0\right)^{\left(h_{2}-l+1\right)-1} d t_{2} \\
= & \frac{1}{\left(h_{1}-k\right)!\Gamma\left(k-\alpha_{1 k}\right)} \frac{\Gamma\left(k-\alpha_{1 k}\right) \Gamma\left(h_{1}-k+1\right)}{\Gamma\left(h_{1}-\alpha_{1 k}+1\right)} x^{h_{1}-\alpha_{1 k}} \\
& \cdot \frac{1}{\left(h_{2}-l\right)!\Gamma\left(l-\alpha_{2 l}\right)} \frac{\Gamma\left(l-\alpha_{2 l}\right) \Gamma\left(h_{2}-l+1\right)}{\Gamma\left(h_{2}-\alpha_{2 l}+1\right)} y^{h_{2}-\alpha_{2 l}}  \tag{38}\\
& =\left(\frac{\Gamma\left(h_{1}-k+1\right)}{\left(h_{1}-k\right)!\Gamma\left(h_{1}-\alpha_{1 k}+1\right)}\right)  \tag{39}\\
& \cdot\left(\frac{\Gamma\left(h_{2}-l+1\right)}{\left(h_{2}-l\right)!\Gamma\left(h_{2}-\alpha_{2 l}+1\right)}\right) x^{h_{1}-\alpha_{1 k}} y^{h_{2}-\alpha_{2 l}} .
\end{align*}
$$

So when $(0,0) \leq(k, l) \leq\left(h_{1}, h_{2}\right)$ we get

$$
\begin{align*}
& D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(\frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!}\right)  \tag{40}\\
= & \frac{\Gamma\left(h_{1}-k+1\right) \Gamma\left(h_{2}-l+1\right) x^{h_{1}-\alpha_{1 k}} y^{h_{2}-\alpha_{2 l}}}{\Gamma\left(h_{1}-\alpha_{1 k}+1\right) \Gamma\left(h_{2}-\alpha_{2 l}+1\right)\left(h_{1}-k\right)!\left(h_{2}-l\right)!} .
\end{align*}
$$

Hence we plug in (40) into (34) to get (35). Using (35) and triangle inequality we obtain $\left((0,0) \leq(k, l) \leq\left(h_{1}, h_{2}\right)\right)$ that

$$
\begin{align*}
& \left\|D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}(f)-D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(Q_{\left.\overline{m_{1}}, \overline{m_{2}}\right)}\right)\right\|_{\infty} \\
\leq & \frac{\Gamma\left(h_{1}-k+1\right) \Gamma\left(h_{2}-l+1\right) P_{\overline{m_{1}}, \overline{m_{2}}}}{\Gamma\left(h_{1}-\alpha_{1 k}+1\right) \Gamma\left(h_{2}-\alpha_{2 l}+1\right)\left(h_{1}-k\right)!\left(h_{2}-l\right)!}  \tag{41}\\
& +M_{\overline{m_{1}}, \overline{m_{2}}}^{k, l},
\end{align*}
$$

proving (22). Next if $\left(h_{1}+1, h_{2}+1\right) \leq(k, l) \leq(r, p)$, or $0 \leq k \leq h_{1}, h_{2}+1 \leq$ $l \leq p$, or $h_{1}+1 \leq k \leq r, 0 \leq l \leq h_{2}$, we get by (34) that

$$
\begin{equation*}
\left\|D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}(f)-D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}\right)\right\|_{\infty} \leq M_{\overline{m_{1}}, \overline{m_{2}}}^{k, l}, \tag{42}
\end{equation*}
$$

proving (23).

Furthermore, if $(x, y)$ in critical region, see (24), we get

$$
\begin{align*}
& \alpha_{h_{1} h_{2}}^{-1}(x, y) L^{*}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}(x, y)\right) \\
= & \alpha_{h_{1} h_{2}}^{-1}(x, y) L^{*}(f(x, y))  \tag{43}\\
& +P_{\overline{m_{1}}, \overline{m_{2}}} \frac{x^{h_{1}-\alpha_{1 h_{1}}} y^{h_{2}-\alpha_{2 h_{2}}}}{\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right)} \\
& +\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} \alpha_{h_{1} h_{2}}^{-1}(x, y) \alpha_{i j}(x, y) \\
& \cdot D_{* 0}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)}\left[Q_{\overline{m_{1}}, \overline{m_{2}}}(x, y)-f(x, y)-P_{\overline{m_{1}}, \overline{m_{2}}} \frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!}\right] \\
\quad & \left.\quad-\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{1}} l_{i j} M_{\overline{m_{1}}, \overline{m_{2}}}^{i, j} \frac{x^{h_{1}}, \overline{m_{2}}}{\Gamma\left(h_{1}-\alpha_{1 h_{1}} y^{h_{2}-\alpha_{2 h_{2}}}\right.}{ }^{v_{2}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right) \\
= & P_{\overline{m_{1}}, \overline{m_{2}}} \frac{x^{h_{1}-\alpha_{1 h_{1}}} y^{h_{2}-\alpha_{2 h_{2}}}}{\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right)}-P_{\overline{m_{1}}, \overline{m_{2}}} \\
= & P_{\overline{m_{1}}, \overline{m_{2}}}\left[\frac{x^{h_{1}-\alpha_{1 h_{1}}} y^{h_{2}-\alpha_{2 h_{2}}}}{\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right)}-1\right]  \tag{44}\\
= & P_{\overline{m_{1}}, \overline{m_{2}}}\left[\frac{x^{h_{1}-\alpha_{1 h_{1}} y^{h_{2}-\alpha_{2 h_{2}}}-\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right)}}{\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right)}\right] \\
= & (*) . \tag{45}
\end{align*}
$$

We know $\Gamma(1)=1, \Gamma(2)=1$, and $\Gamma$ is convex and positive on $(0, \infty)$. Here $0 \leq h_{1}-\alpha_{1 h_{1}}<1$ and $0 \leq h_{2}-\alpha_{2 h_{2}}<1$, hence $1 \leq h_{1}-\alpha_{1 h_{1}}+1<2,1 \leq h_{2}-$ $\alpha_{2 h_{2}}+1<2$. Thus $0<\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right), \quad \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right) \leq 1, \quad$ and $1-\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right) \geq 0$. Clearly acting as in (43)-(45), when $L^{*}(f(1,1)) \geq 0$, we get $L^{*}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}(1,1)\right) \geq 0$.

Based on the above comments about Gamma function we get $(*) \geq 0$. That is $L^{*}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}(x, y)\right) \geq 0$, over the critical region of (24).

Case (ii) Assume that throughout $[0,1]^{2}, \alpha_{h_{1} h_{2}} \leq \beta<0$. Consider

$$
Q_{\overline{m_{1}}, \overline{m_{2}}}^{-}(x, y): \equiv B_{\overline{m_{1}}, \overline{m_{2}}}(f ; x, y)-P_{\overline{m_{1}}, \overline{m_{2}}} \frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!} .
$$

Then by (28) we get

$$
\begin{align*}
& \left\|D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(f-P_{\overline{m_{1}}, \overline{m_{2}}} \frac{x_{h_{1}}^{h_{1}}!}{} \frac{y^{h_{2}}}{h_{2}!}\right)-D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}^{-}(x, y)\right)\right\|_{\infty} \\
\leq & M_{\overline{m_{1}}, \overline{m_{2}}}^{k, l}, \tag{46}
\end{align*}
$$

all $0 \leq k \leq r, 0 \leq l \leq p$. When $(0,0) \leq(k, l) \leq\left(h_{1}, h_{2}\right)$ (46) becomes

$$
\begin{align*}
& \| D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}(f)-P_{\overline{m_{1}}, \overline{m_{2}}} \frac{\left.\Gamma\left(h_{1}-k+1\right) \Gamma\left(h_{2}-l+1\right)\right)^{h_{1}-\alpha_{1 k}}{ }^{h_{2}-\alpha_{2 l}}}{\Gamma\left(h_{1}-\alpha_{1 k}+1\right) \Gamma\left(h_{2}-\alpha_{2 l}+1\right)\left(h_{1}-k\right)!\left(h_{2}-l\right)!} \\
& -D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}^{-}\right) \|_{\infty} \leq M_{\overline{m_{1}}, \overline{m_{2}}}^{k, l} . \tag{47}
\end{align*}
$$

Using (47) and triangle inequality we obtain for $(0,0) \leq(k, l) \leq\left(h_{1}, h_{2}\right)$ that

$$
\begin{align*}
& \left\|D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}(f)-D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}^{-}\right)\right\|_{\infty} \\
\leq & \frac{\Gamma\left(h_{1}-k+1\right) \Gamma\left(h_{2}-l+1\right) P_{\overline{m_{1}}, \overline{m_{2}}}}{\Gamma\left(h_{1}-\alpha_{1 k}+1\right) \Gamma\left(h_{2}-\alpha_{2 l}+1\right)\left(h_{1}-k\right)!\left(h_{2}-l\right)!}  \tag{48}\\
& +M_{\overline{m_{1}}, \overline{m_{2}}}^{k, l} .
\end{align*}
$$

Next if $\left(h_{1}+1, h_{2}+1\right) \leq(k, l) \leq(r, p)$, or $0 \leq k \leq h_{1}, h_{2}+1 \leq l \leq p$, or $h_{1}+$ $1 \leq k \leq r, 0 \leq l \leq h_{2}$, we get by (46) that

$$
\begin{equation*}
\left\|D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}(f)-D_{* 0}^{\left(\alpha_{1 k}, \alpha_{2 l}\right)}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}^{-}\right)\right\|_{\infty} \leq M_{\overline{m_{1}}, \overline{m_{2}}}^{k, l} . \tag{49}
\end{equation*}
$$

We proved again (22) and (23). Furthermore, if ( $x, y$ ) in critical region, see (24), we obtain

$$
\begin{align*}
& \alpha_{h_{1} h_{2}}^{-1}(x, y) L^{*}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}^{-}(x, y)\right) \\
= & \alpha_{h_{1} h_{2}}^{-1}(x, y) L^{*}(f(x, y))  \tag{50}\\
& -P_{\overline{m_{1}}, \overline{m_{2}}} \frac{x^{h_{1}-\alpha_{1 h_{1}}} y^{h_{2}-\alpha_{2 h_{2}}}}{\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right)} \\
& +\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} \alpha_{h_{1} h_{2}}^{-1}(x, y) \alpha_{i j}(x, y) \\
& \cdot D_{* 0}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)}\left[Q_{\overline{m_{1}}, \overline{m_{2}}}^{-}(x, y)-f(x, y)+P_{\overline{m_{1}}, \overline{m_{2}}} \frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!}\right]
\end{align*}
$$

$$
\stackrel{(46)}{\leq}-P_{\overline{m_{1}}, \overline{m_{2}}} \frac{x^{h_{1}-\alpha_{1 h_{1}}} y^{h_{2}-\alpha_{2 h_{2}}}}{\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right)}
$$

$$
\begin{align*}
& +\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} l_{i j} M_{\overline{m_{1}}, \overline{m_{2}}}^{i, j}  \tag{51}\\
= & P_{\overline{m_{1},}, \overline{m_{2}}}\left(1-\frac{x^{h_{1}-\alpha_{1 h_{1}}} y^{h_{2}-\alpha_{2} h_{2}}}{\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right)}\right),  \tag{52}\\
= & P_{\overline{m_{1}}, \overline{m_{2}}}\left(\frac{\Gamma\left(h_{1}-\alpha_{l_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right)-x^{h_{1}-\alpha_{l_{1}} y^{k_{2}-\alpha_{2} h_{2}}}}{\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right)}\right)  \tag{53}\\
= & :(* *) .
\end{align*}
$$

We know $\Gamma(1)=1, \Gamma(2)=1$, and $\Gamma$ is convex and positive on $(0, \infty)$. Here $0 \leq h_{1}-\alpha_{1 h_{1}}<1$ and $0 \leq h_{2}-\alpha_{2 h_{2}}<1$, hence $1 \leq h_{1}-\alpha_{1 h_{1}}+1<2,1 \leq h_{2}-$ $\alpha_{2 h_{2}}+1<2$. Thus $0<\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right), \quad \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right) \leq 1, \quad$ and $1-\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right) \geq 0$. Clearly acting as in (50)-(53), when $L^{*}(f(1,1)) \geq 0$, we get $L^{*}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}^{-}(1,1)\right) \geq 0$.

Based on the above comments about Gamma function we get $(* *) \leq 0$. That is $L^{*}\left(Q_{\overline{m_{1}}, \overline{m_{2}}}^{-}(x, y)\right) \geq 0$, over the critical region of (24).
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# Bivariate Right Fractional Pseudo-Polynomial Monotone Approximation 

George A. Anastassiou


#### Abstract

In this article we deal with the following general two-dimensional problem: Let $f$ be a two variable continuously differentiable real valued function of a given order, let $\bar{L}$ be a linear right fractional mixed partial differential operator and suppose that $\bar{L}(f) \geq 0$ on a critical region. Then for sufficiently large $n, m \in \mathbb{N}$, we can find a sequence of pseudo-polynomials $Q_{n, m}^{*}$ in two variables with the property $\bar{L}\left(Q_{n, m}^{*}\right) \geq 0$ on this critical region such that $f$ is approximated with rates right fractionally and simultaneously by $Q_{n, m}^{*}$ in the uniform norm on the whole domain of $f$. This restricted approximation is given via inequalities involving the mixed modulus of smoothness $\omega_{s, q}, s, q \in \mathbb{N}$, of highest order integer partial derivative of $f$.


## 1 Introduction

The topic of monotone approximation started in [10] has become a major trend in approximation theory. A typical problem in this subject is: given a positive integer $k$, approximate a given function whose $k$ th derivative is $\geq 0$ by polynomials having this property.

In [3] the authors replaced the $k$ th derivative with a linear differential operator of order $k$. We mention this motivating result.
Theorem 1 Let $h, k, p$ be integers, $0 \leq h \leq k \leq p$ and let $f$ be a real function, $f^{(p)}$ continuous in $[-1,1]$ with modulus of continuity $\omega_{1}\left(f^{(p)}, x\right)$ there. Let $a_{j}(x)$, $j=h, h+1, \ldots, k$ be real functions, defined and bounded on $[-1,1]$ and assume $a_{h}(x)$ is either $\geq$ some number $\alpha>0$ or $\leq$ some number $\beta<0$ throughout $[-1,1]$. Consider the operator

$$
\begin{equation*}
L=\sum_{j=h}^{k} a_{j}(x)\left[\frac{d^{j}}{d x^{j}}\right] \tag{1}
\end{equation*}
$$

[^1]and suppose, throughout $[-1,1]$,
\[

$$
\begin{equation*}
L(f) \geq 0 \tag{2}
\end{equation*}
$$

\]

Then, for every integer $n \geq 1$, there is a real polynomial $Q_{n}(x)$ of degree $\leq n$ such that

$$
\begin{equation*}
L\left(Q_{n}\right) \geq 0 \text { throughout }[-1,1] \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{-1 \leq x \leq 1}\left|f(x)-Q_{n}(x)\right| \leq C n^{k-p} \omega_{1}\left(f^{(p)}, \frac{1}{n}\right) \tag{4}
\end{equation*}
$$

where $C$ is independent of $n$ or $f$.
Next let $n, m \in \mathbb{Z}_{+}, P_{\theta}$ denote the space of algebraic polynomials of degree $\leq \theta$. Consider the tensor product spaces $P_{n} \otimes C([-1,1]), C([-1,1]) \otimes P_{m}$ and their $\operatorname{sum} P_{n} \otimes C([-1,1])+C([-1,1]) \otimes P_{m}$, that is

$$
\begin{align*}
& P_{n} \otimes C([-1,1])+C([-1,1]) \otimes P_{m}  \tag{5}\\
= & \left\{\sum_{i=0}^{n} x^{i} A_{i}(y)+\sum_{j=0}^{m} B_{j}(x) y^{j} ; A_{i}, B_{j} \in C([-1,1]), x, y \in[-1,1]\right\} .
\end{align*}
$$

This is the space of pseudo-polynomials of degree $\leq(n, m)$, first introduced by A. Marchaud in 1924-1927 (see [7, 8]). Here $f^{(k, l)}$ denotes $\frac{\partial^{k+l} f}{\partial x^{k} \partial y^{l}}$, the $(k, l)$-partial derivative of $f$.

In this section we consider the space $C^{r, p}\left([-1,1]^{2}\right)=\left\{f:[-1,1]^{2} \rightarrow \mathbb{R} ; f^{(k, l)}\right.$ is continuous for $0 \leq k \leq r, 0 \leq l \leq p\}$. Let $f \in C\left([-1,1]^{2}\right)$; for $\delta_{1}, \delta_{2} \geq 0$, define the mixed modulus of smoothness of order $(s, q), s, q \in \mathbb{N}$ (see [9], pp. 516-517) by

$$
\begin{align*}
\omega_{s, q}\left(f ; \delta_{1}, \delta_{2}\right) \equiv & \sup \left\{\left|{ }_{x} \Delta_{h_{1}}^{s} \circ_{y} \Delta_{h_{2}}^{q} f(x, y)\right|:(x, y),\right.  \tag{6}\\
& \left.\left(x+s h_{1}, y+q h_{2}\right) \in[-1,1]^{2},\left|h_{i}\right| \leq \delta_{i}, i=1,2\right\}
\end{align*}
$$

Here

$$
\begin{align*}
& { }_{x} \Delta_{h_{1}}^{s} \circ_{y} \Delta_{h_{2}}^{q} f(x, y) \\
\equiv & \sum_{\sigma=0}^{s} \sum_{\mu=0}^{q}(-1)^{s+q-\sigma-\mu}\binom{s}{\sigma}\binom{q}{\mu} f\left(x+\sigma h_{1}, y+\mu h_{2}\right) \tag{7}
\end{align*}
$$

is a mixed difference of order $(s, q)$.

We mention
Theorem 2 (see Gonska [4]) Let $r, p \in \mathbb{Z}_{+}, s, q \in \mathbb{N}$, and $f \in C^{r, p}\left([-1,1]^{2}\right)$. Let $n, m \in \mathbb{N}$ with $n \geq \max \{4(r+1), r+s\}$ and $m \geq \max \{4(p+1), p+q\}$. Then there exists a linear operator $Q_{n, m}$ from $C^{r, p}\left([-1,1]^{2}\right)$ into the space of pseudopolynomials $\left(P_{n} \otimes C([-1,1])+C([-1,1]) \otimes P_{m}\right)$ such that

$$
\begin{align*}
& \left|\left(f-Q_{n, m}(f)\right)^{(k, l)}(x, y)\right|  \tag{8}\\
\leq & M_{r, s} \cdot M_{p, q}\left(\Delta_{n}(x)\right)^{r-k} \cdot\left(\Delta_{m}(y)\right)^{p-l} \cdot \omega_{s, q}\left(f^{(r, p)} ; \Delta_{n}(x), \Delta_{m}(y)\right),
\end{align*}
$$

for all $(0,0) \leq(k, l) \leq(r, p), x, y \in[-1,1]$, where

$$
\Delta_{\theta}(z)=\frac{\sqrt{1-z^{2}}}{\theta}+\frac{1}{\theta^{2}}, \quad \theta=n, m ; z=x, y \in[-1,1] .
$$

The constants $M_{r, s}, M_{p, q}$, are independent of $f,(x, y)$ and $(n, m)$; they depend only on $(r, s),(p, q)$, respectively.

See also [5], saying that $Q_{n, m}^{(r, p)}(f)$ is continuous on $[-1,1]^{2}$.
The need following result which is an easy consequence of the last theorem (see [ 9, p. 517]).

Corollary 3 Let $r, p \in \mathbb{Z}_{+}, s, q \in \mathbb{N}$, and $f \in C^{r, p}\left([-1,1]^{2}\right)$. Let $n, m \in \mathbb{N}$ with $n \geq \max \{4(r+1), r+s\}$ and $m \geq \max \{4(p+1), p+q\}$. Then there exists $a$ pseudopolynomial

$$
Q_{n, m} \equiv Q_{n, m}(f) \in\left(P_{n} \otimes C([-1,1])+C([-1,1]) \otimes P_{m}\right)
$$

such that

$$
\begin{equation*}
\left\|f^{(k, l)}-Q_{n, m}^{(k, l)}\right\|_{\infty} \leq \frac{C}{n^{r-k} m^{p-l}} \cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right), \tag{9}
\end{equation*}
$$

for all $(0,0) \leq(k, l) \leq(r, p)$. Here the constant $C$ depends only on $r, p, s, q$.
Corollary 3 was used in the proof of the main motivational result that follows.
Theorem 4 (see [1]) Let $h_{1}, h_{2}, v_{1}, v_{2}, r, p$ be integers, $0 \leq h_{1} \leq v_{1} \leq r, 0 \leq$ $h_{2} \leq v_{2} \leq p$ and let $f \in C^{r, p}\left([-1,1]^{2}\right)$, with $f^{(r, p)}$ having a mixed modulus of smoothness $\omega_{s, q}\left(f^{(r, p)} ; x, y\right)$ there, $s, q \in \mathbb{N}$. Let $\alpha_{i, j}(x, y), i=h_{1}, h_{1}+1, \ldots, v_{1}$; $j=h_{2}, h_{2}+1, \ldots, v_{2}$ be real-valued functions, defined and bounded in $[-1,1]^{2}$ and suppose $\alpha_{h_{1} h_{2}}$ is either $\geq \alpha>0$ or $\leq \beta<0$ throughout $[-1,1]^{2}$. Take the operator

$$
\begin{equation*}
L=\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} \alpha_{i j}(x, y) \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} \tag{10}
\end{equation*}
$$

and assume, throughout $[-1,1]^{2}$ that

$$
\begin{equation*}
L(f) \geq 0 \tag{11}
\end{equation*}
$$

Then for any integers $n, m$ with $n \geq \max \{4(r+1), r+s\}, m \geq \max \{4(p+1)$, $p+q\}$, there exists a pseudopolynomial

$$
Q_{n, m} \in\left(P_{n} \otimes C([-1,1])+C([-1,1]) \otimes P_{m}\right)
$$

such that $L\left(Q_{m, n}\right) \geq 0$ throughout $[-1,1]^{2}$ and

$$
\begin{equation*}
\left\|f^{(k, l)}-Q_{n, m}^{(k, l)}\right\|_{\infty} \leq \frac{C}{n^{r-v_{1}} m^{p-v_{2}}} \cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right), \tag{12}
\end{equation*}
$$

for all $(0,0) \leq(k, l) \leq\left(h_{1}, h_{2}\right)$. Moreover we get

$$
\begin{equation*}
\left\|f^{(k, l)}-Q_{n, m}^{(k, l)}\right\|_{\infty} \leq \frac{C}{n^{r-k} m^{p-l}} \cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right), \tag{13}
\end{equation*}
$$

for all $\left(h_{1}+1, h_{2}+1\right) \leq(k, l) \leq(r, p)$. Also (13) is valid whenever $0 \leq k \leq h_{1}$, $h_{2}+1 \leq l \leq p$ or $h_{1}+1 \leq k \leq r, 0 \leq l \leq h_{2}$. Here $C$ is a constant independent of $f$ and $n, m$. It depends only on $r, p, s, q, L$.

We are also motivated by [2].
We need
Definition 5 (see [6]) Let $[-1,1]^{2} ; \alpha_{1}, \alpha_{2}>0 ; \alpha=\left(\alpha_{1}, \alpha_{2}\right), f \in C\left([-1,1]^{2}\right)$, $x=\left(x_{1}, x_{2}\right), t=\left(t_{1}, t_{2}\right) \in[-1,1]^{2}$. We define the right mixed Riemann-Liouville fractional two dimensional integral of order $\alpha$

$$
\begin{align*}
& \left(I_{1-}^{\alpha} f\right)(x)  \tag{14}\\
& :=\frac{1}{\Gamma\left(\alpha_{1}\right) \Gamma\left(\alpha_{2}\right)} \int_{x_{1}}^{1} \int_{x_{2}}^{1}\left(t_{1}-x_{1}\right)^{\alpha_{1}-1}\left(t_{2}-x_{2}\right)^{\alpha_{2}-1} f\left(t_{1}, t_{2}\right) d t_{1} d t_{2}
\end{align*}
$$

with $x_{1}, x_{2}<1$. Notice here that $I_{1-}^{\alpha}(|f|)<\infty$.
Definition 6 Let $\alpha_{1}, \alpha_{2}>0$ with $\left\lceil\alpha_{1}\right\rceil=m_{1},\left\lceil\alpha_{2}\right\rceil=m_{2}$, ( $\lceil\cdot\rceil$ ceiling of the number). Let here $f \in C^{m_{1}, m_{2}}\left([-1,1]^{2}\right)$. We consider the right Caputo type fractional partial derivative:

$$
\begin{align*}
& D_{1-}^{\left(\alpha_{1}, \alpha_{2}\right)} f(x) \\
& :=\frac{(-1)^{m_{1}+m_{2}}}{\Gamma\left(m_{1}-\alpha_{1}\right) \Gamma\left(m_{2}-\alpha_{2}\right)} \tag{15}
\end{align*}
$$

$$
\int_{x_{1}}^{1} \int_{x_{2}}^{1}\left(t_{1}-x_{1}\right)^{m_{1}-\alpha_{1}-1}\left(t_{2}-x_{2}\right)^{m_{2}-\alpha_{2}-1} \frac{\partial^{m_{1}+m_{2}} f\left(t_{1}, t_{2}\right)}{\partial t_{1}^{m_{1}} \partial t_{2}^{m_{2}}} d t_{1} d t_{2}
$$

$\forall x=\left(x_{1}, x_{2}\right) \in[-1,1]^{2}$, where $\Gamma$ is the gamma function

$$
\begin{equation*}
\Gamma(v)=\int_{0}^{\infty} e^{-t} t^{\nu-1} d t, \quad v>0 \tag{16}
\end{equation*}
$$

We set

$$
\begin{gather*}
D_{1-}^{(0,0)} f(x):=f(x), \quad \forall x \in[-1,1]^{2}  \tag{17}\\
D_{1-}^{\left(m_{1}, m_{2}\right)} f(x):=(-1)^{m_{1}+m_{2}} \frac{\partial^{m_{1}+m_{2}} f(x)}{\partial x_{1}^{m_{1}} \partial x_{2}^{m_{2}}}, \quad \forall x \in[-1,1]^{2} . \tag{18}
\end{gather*}
$$

Definition 7 We also set

$$
\begin{align*}
& D_{1-}^{\left(0, \alpha_{2}\right)} f(x):=\frac{(-1)^{m_{2}}}{\Gamma\left(m_{2}-\alpha_{2}\right)} \int_{x_{2}}^{1}\left(t_{2}-x_{2}\right)^{m_{2}-\alpha_{2}-1} \frac{\partial^{m_{2}} f\left(x_{1}, t_{2}\right)}{\partial t_{2}^{m_{2}}} d t_{2},  \tag{19}\\
& D_{1-}^{\left(\alpha_{1}, 0\right)} f(x):=\frac{(-1)^{m_{1}}}{\Gamma\left(m_{1}-\alpha_{1}\right)} \int_{x_{1}}^{1}\left(t_{1}-x_{1}\right)^{m_{1}-\alpha_{1}-1} \frac{\partial^{m_{1}} f\left(t_{1}, x_{2}\right)}{\partial t_{1}^{m_{1}}} d t_{1}, \tag{20}
\end{align*}
$$

and

$$
\begin{align*}
& D_{1-}^{\left(m_{1}, \alpha_{2}\right)} f(x):=\frac{(-1)^{m_{2}}}{\Gamma\left(m_{2}-\alpha_{2}\right)} \int_{x_{2}}^{1}\left(t_{2}-x_{2}\right)^{m_{2}-\alpha_{2}-1} \frac{\partial^{m_{1}+m_{2}} f\left(x_{1}, t_{2}\right)}{\partial x_{1}^{m_{1}} \partial t_{2}^{m_{2}}} d t_{2},  \tag{21}\\
& D_{1-}^{\left(\alpha_{1}, m_{2}\right)} f(x):=\frac{(-1)^{m_{1}}}{\Gamma\left(m_{1}-\alpha_{1}\right)} \int_{x_{1}}^{1}\left(t_{1}-x_{1}\right)^{m_{1}-\alpha_{1}-1} \frac{\partial^{m_{1}+m_{2}} f\left(t_{1}, x_{2}\right)}{\partial t_{1}^{1} \partial x_{2}^{m_{2}}} d t_{1} . \tag{22}
\end{align*}
$$

In this article we extend Theorem 4 to the fractional level. Indeed here $L$ is replaced by $\bar{L}$, a linear right Caputo fractional mixed partial differential operator. Now the monotonicity property holds true only on the critical square of $[-1,0]^{2}$. Simultaneously fractional convergence remains true on all of $[-1,1]^{2}$.

## 2 Main Result

## We present

Theorem 8 Let $h_{1}, h_{2}, v_{1}, v_{2}, r$, $p$ be integers, $0 \leq h_{1} \leq v_{1} \leq r, 0 \leq h_{2} \leq v_{2} \leq p$ and let $f \in C^{r, p}\left([-1,1]^{2}\right)$, with $f^{(r, p)}$ having a mixed modulus of smoothness $\omega_{s, q}\left(f^{(r, p)} ; x, y\right)$ there, $s, q \in \mathbb{N}$. Let $\alpha_{i j}(x, y), i=h_{1}, h_{1}+1, \ldots, v_{1} ; j=h_{2}, h_{2}+$ $1, \ldots, v_{2}$ be real valued functions, defined and bounded in $[-1,1]^{2}$ and suppose $\alpha_{h_{1} h_{2}}$ is either $\geq \alpha>0$ or $\leq \beta<0$ throughout $[-1,0]^{2}$. Assume that $h_{1}+h_{2}=2 \gamma$, $\gamma \in \mathbb{Z}_{+}$. Here $n, m \in \mathbb{N}: n \geq \max \{4(r+1), r+s\}, m \geq \max \{4(p+1, p+q)\}$. Set

$$
\begin{equation*}
l_{i j}:=\sup _{(x, y) \in[-1,1]^{2}}\left|\alpha_{h_{1} h_{2}}^{-1}(x, y) \alpha_{i j}(x, y)\right|<\infty \tag{23}
\end{equation*}
$$

for all $h_{1} \leq i \leq v_{1}, h_{2} \leq j \leq v_{2}$. Let $\alpha_{1 i}, \alpha_{2 j}>0, \alpha_{1 i}, \alpha_{2 j} \notin \mathbb{N}$, with $\left\lceil\alpha_{1 i}\right\rceil=i$, $\left\lceil\alpha_{2 j}\right\rceil=j, i=0,1, \ldots, r ; j=0,1, \ldots, p,(\lceil\cdot\rceil$ ceiling of the number $), \alpha_{10}=0$, $\alpha_{20}=0$.

Consider the right fractional bivariate differential operator

$$
\begin{equation*}
\bar{L}:=\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} \alpha_{i j}(x, y) D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} \tag{24}
\end{equation*}
$$

Assume $\bar{L} f(x, y) \geq 0$, on $[-1,0]^{2}$. Then there exists

$$
Q_{n, m}^{*} \equiv Q_{n, m}^{*}(f) \in\left(P_{n} \otimes C([-1,1])+C([-1,1]) \otimes P_{m}\right)
$$

such that $\bar{L} Q_{n, m}^{*}(x, y) \geq 0$, on $[-1,0]^{2}$. Furthermore it holds:
1.

$$
\begin{align*}
& \left\|D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)}(f)-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{*}\right\|_{\infty,[-1,1]^{2}} \\
\leq & \frac{\dot{C} 2^{(i+j)-\left(\alpha_{1 i}+\alpha_{2 j}\right)}}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right) n^{r-i} m^{p-j}} \cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right), \tag{25}
\end{align*}
$$

where $C$ is a constant that depends only on $r, p, s, q ;\left(h_{1}+1, h_{2}+1\right) \leq(i, j) \leq$ $(r, p)$, or $0 \leq i \leq h_{1}, h_{2}+1 \leq j \leq p$, or $h_{1}+1 \leq i \leq r, 0 \leq j \leq h_{2}$, 2.

$$
\begin{align*}
& \left\|D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)}(f)-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{*}\right\|_{\infty,[-1,1]^{2}} \\
\leq & \frac{c_{i j}}{n^{r-v_{1}} m^{p-v_{2}}} \cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right), \tag{26}
\end{align*}
$$

for $(1,1) \leq(i, j) \leq\left(h_{1}, h_{2}\right)$, where $c_{i j}=C A_{i j}$, with

$$
\begin{align*}
& A_{i j} \\
& :=\left\{\left[\sum_{\tau=h_{1}}^{v_{1}} \sum_{\mu=h_{2}}^{v_{2}} \frac{l_{\tau \mu} 2^{(\tau+\mu)-\left(\alpha_{1 \tau}+\alpha_{2 \mu}\right)}}{\Gamma\left(\tau-a_{1 \tau}+1\right) \Gamma\left(\mu-\alpha_{2 \mu}+1\right)}\right]\right.  \tag{27}\\
& \cdot\left(\sum_{k=0}^{h_{1}-i} \frac{2^{h_{1}-\alpha_{1 i}-k}}{k!\Gamma\left(h_{1}-\alpha_{1 i}-k+1\right)}\right) \\
& \left.\cdot\left(\sum_{\lambda=0}^{h_{2}-j} \frac{2^{h_{2}-\alpha_{2 j}-\lambda}}{\lambda!\Gamma\left(h_{2}-\alpha_{2 j}-\lambda+1\right)}\right)+\frac{2^{(i+j)-\left(\alpha_{1 i}+\alpha_{2 j}\right)}}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right)}\right\}
\end{align*}
$$

3. 

$$
\begin{equation*}
\left\|f-Q_{n, m}^{*}\right\|_{\infty,[-1,1]^{2}} \leq \frac{c_{00}}{n^{r-v_{1}} m^{p-v_{2}}} \cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right), \tag{28}
\end{equation*}
$$

where $c_{00}:=C A_{00}$, with

$$
A_{00}:=\frac{1}{h_{1}!h_{2}!}\left(\sum_{\tau=h_{1}}^{v_{1}} \sum_{\mu=h_{2}}^{v_{2}} l_{\tau \mu} \frac{2^{(\tau+\mu)-\left(\alpha_{1 \tau}+\alpha_{2 \mu}\right)}}{\Gamma\left(\tau-a_{1 \tau}+1\right) \Gamma\left(\mu-\alpha_{2 \mu}+1\right)}\right)+1
$$

4. 

$$
\begin{align*}
& \left\|D_{1-}^{\left(0, \alpha_{2 j}\right)}(f)-D_{1-}^{\left(0, \alpha_{2 j}\right)} Q_{n, m}^{*}\right\|_{\infty,[-1,1]^{2}} \\
\leq & \frac{c_{0 j}}{n^{r-v_{1}} m^{p-v_{2}}} \cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right), \tag{29}
\end{align*}
$$

where $c_{0 j}=C A_{0 j}, j=1, \ldots, h_{2}$, with

$$
\begin{align*}
& A_{0 j} \\
& :=\left[\frac{1}{h_{1}!}\left(\sum_{\tau=h_{1}}^{v_{1}} \sum_{\mu=h_{2}}^{v_{2}} l_{\tau \mu} \frac{2^{(\tau+\mu)-\left(\alpha_{1 \tau}+\alpha_{2 \mu}\right)}}{\Gamma\left(\tau-a_{1 \tau}+1\right) \Gamma\left(\mu-\alpha_{2 \mu}+1\right)}\right)\right.  \tag{30}\\
& \left.\cdot\left(\sum_{\lambda=0}^{h_{2}-j} \frac{2^{h_{2}-\alpha_{2 j}-\lambda}}{\lambda!\Gamma\left(h_{2}-\alpha_{2 j}-\lambda+1\right)}\right)+\frac{2^{j-\alpha_{2 j}}}{\Gamma\left(j-\alpha_{2 j}+1\right)}\right]
\end{align*}
$$

5. 

$$
\begin{align*}
& \left\|D_{1-}^{\left(\alpha_{1 i}, 0\right)}(f)-D_{1-}^{\left(\alpha_{1 i}, 0\right)} Q_{n, m}^{*}\right\|_{\infty,[-1,1]^{2}} \\
\leq & \frac{c_{i 0}}{n^{r-v_{1}} m^{p-v_{2}}} \cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \tag{31}
\end{align*}
$$

where $c_{i 0}=\dot{C} A_{i 0}, i=i, \ldots, h_{1}$, with

$$
\begin{align*}
& A_{i 0} \\
& :=\left[\frac{1}{h_{2}!}\left(\sum_{\tau=h_{1}}^{v_{1}} \sum_{\mu=h_{2}}^{v_{2}} l_{\tau \mu} \frac{2^{(\tau+\mu)-\left(\alpha_{1 \tau}+\alpha_{2 \mu}\right)}}{\Gamma\left(\tau-a_{1 \tau}+1\right) \Gamma\left(\mu-\alpha_{2 \mu}+1\right)}\right)\right.  \tag{32}\\
& \left.\cdot\left(\sum_{k=0}^{h_{1}-i} \frac{2^{h_{1}-\alpha_{1 i}-k}}{k!\Gamma\left(h_{1}-\alpha_{1 i}-k+1\right)}\right)+\frac{2^{i-\alpha_{1 i}}}{\Gamma\left(i-\alpha_{1 i}+1\right)}\right]
\end{align*}
$$

Proof By Corollary 3 there exists

$$
Q_{n, m} \equiv Q_{n, m}(f) \in\left(P_{n} \otimes C([-1,1])+C([-1,1]) \otimes P_{m}\right)
$$

such that

$$
\begin{equation*}
\left\|f^{(i, j)}-Q_{n, m}^{(i, j)}\right\|_{\infty} \leq \frac{\dot{C}}{n^{r-i} m^{p-j}} \cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \tag{33}
\end{equation*}
$$

for all $(0,0) \leq(i, j) \leq(r, p)$, while $Q_{n, m} \in C^{r, p}([-1,1])^{2}$. Here $\dot{C}$ depends only on $r, p, s, q$, where $n \geq \max \{4(r+1), r+s\}$ and $m \geq \max \{4(p+1), p+q\}$, with $r, p \in \mathbb{Z}_{+}, s, q \in \mathbb{N}, f \in C^{r, p}\left([-1,1]^{2}\right)$. Indeed by [5] we have that $Q_{n, m}^{(r, p)}$ is continuous on $[-1,1]^{2}$. We observe the following $(i=1, \ldots, r ; j=1, \ldots, p)$

$$
\begin{align*}
& \left|D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} f\left(x_{1}, x_{2}\right)-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}\left(x_{1}, x_{2}\right)\right| \\
= & \left.\frac{1}{\Gamma\left(i-\alpha_{1 i}\right) \Gamma\left(j-\alpha_{2 j}\right)} \right\rvert\, \int_{x_{1}}^{1} \int_{x_{2}}^{1}\left(t_{1}-x_{1}\right)^{i-\alpha_{1 i}-1}\left(t_{2}-x_{2}\right)^{j-\alpha_{2 j}-1}  \tag{34}\\
& \left.\cdot\left(\frac{\partial^{i+j} f\left(t_{1}, t_{2}\right)}{\partial t_{1}^{i} \partial t_{2}^{j}}-\frac{\partial^{i+j} Q_{n, m}\left(t_{1}, t_{2}\right)}{\partial t_{1}^{i} \partial t_{2}^{j}}\right) d t_{1} d t_{2} \right\rvert\, \\
\leq & \frac{1}{\Gamma\left(i-\alpha_{1 i}\right) \Gamma\left(j-\alpha_{2 j}\right)} \int_{x_{1}}^{1} \int_{x_{2}}^{1}\left(t_{1}-x_{1}\right)^{i-\alpha_{1 i}-1}\left(t_{2}-x_{2}\right)^{j-\alpha_{2 j}-1} \tag{35}
\end{align*}
$$

$$
\begin{gather*}
\cdot\left|\frac{\partial^{i+j} f\left(t_{1}, t_{2}\right)}{\partial t_{1}^{i} \partial t_{2}^{j}}-\frac{\partial^{i+j} Q_{n, m}\left(t_{1}, t_{2}\right)}{\partial t_{1}^{i} \partial t_{2}^{j}}\right| d t_{1} d t_{2} \\
\quad(9) \frac{1}{\Gamma\left(i-\alpha_{1 i}\right) \Gamma\left(j-\alpha_{2 j}\right)}  \tag{36}\\
\cdot\left(\int_{x_{1}}^{1} \int_{x_{2}}^{1}\left(t_{1}-x_{1}\right)^{i-\alpha_{1 i}-1}\left(t_{2}-x_{2}\right)^{j-\alpha_{2 j}-1}\right) \\
\cdot \frac{\dot{C}}{n^{r-i} m^{p-j}} \cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \\
=\frac{1}{\Gamma\left(i-\alpha_{1 i}\right) \Gamma\left(j-\alpha_{2 j}\right)} \frac{\left(1-x_{1}\right)^{i-\alpha_{1 i}}}{i-\alpha_{1 i}} \frac{\left(1-x_{2}\right)^{j-\alpha_{2 j}}}{j-\alpha_{2 j}} \frac{\dot{C}}{n^{r-i} m^{p-j}}  \tag{37}\\
\cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \\
=\frac{\left(1-x_{1}\right)^{i-\alpha_{1 i}}}{\Gamma\left(i-\alpha_{1 i}+1\right)} \frac{\left(1-x_{2}\right)^{j-\alpha_{2 j}}}{\Gamma\left(j-\alpha_{2 j}+1\right)} \frac{\dot{C}}{n^{r-i} m^{p-j}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) .
\end{gather*}
$$

That is there exists $Q_{n, m}$ :

$$
\begin{aligned}
& \quad\left|D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} f\left(x_{1}, x_{2}\right)-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}\left(x_{1}, x_{2}\right)\right| \\
& \leq \frac{\left(1-x_{1}\right)^{i-\alpha_{1 i}}\left(1-x_{2}\right)^{j-\alpha_{2 j}}}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right)} \frac{\dot{C}}{n^{r-i} m^{p-j}} \cdot \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right), \\
& i=1, \ldots, r, j=1, \ldots, p, \forall\left(x_{1}, x_{2}\right) \in[-1,1]^{2} .
\end{aligned}
$$

We proved there exists $Q_{n, m}$ such that

$$
\begin{align*}
& \left\|D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)}(f)-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{*}\right\|_{\infty}  \tag{39}\\
\leq & \frac{2^{(i+j)-\left(\alpha_{1 i}+\alpha_{2 j}\right)} \dot{C}}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right) n^{r-i} m^{p-j}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right),
\end{align*}
$$

$i=0,1, \ldots, r, j=0,1, \ldots, p$. Define

$$
\begin{equation*}
\rho_{n, m} \equiv \dot{C} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \tag{40}
\end{equation*}
$$

$$
\left[\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}}\left(l_{i j} \frac{2^{(i+j)-\left(\alpha_{1 i}+\alpha_{2 j}\right)}}{\Gamma\left(i-a_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right)} n^{i-r} m^{j-p}\right)\right] .
$$

I. Suppose, throughout $[-1,0]^{2}, \alpha_{h_{1} h_{2}}(x, y) \geq \alpha>0$. Let $Q_{n, m}^{*}(x, y),(x, y) \in$ $[-1,1]^{2}$, as in (39), so that

$$
\begin{align*}
& \left\|D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)}\left(f(x, y)+\rho_{n, m} \frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!}\right)-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{*}(x, y)\right\|_{\infty} \\
\leq & \frac{2^{(i+j)-\left(\alpha_{1 i}+\alpha_{2 j}\right)} \dot{C}}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right) n^{r-i} m^{p-j}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right)  \tag{41}\\
= & : T_{i j},
\end{align*}
$$

$i=0,1, \ldots, r ; j=0,1, \ldots, p$.
If $\left(h_{1}+1, h_{2}+1\right) \leq(i, j) \leq(r, p)$, or $0<i \leq h_{1}, h_{2}+1 \leq j \leq p$, or $h_{1}+$ $1 \leq i \leq r, 0<j \leq h_{2}$ we get from the last

$$
\begin{align*}
& \left\|D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)}(f)-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{*}\right\|_{\infty}  \tag{42}\\
\leq & \frac{2^{(i+j)-\left(\alpha_{1 i}+\alpha_{2 j}\right)} \dot{C}}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right) n^{r-i} m^{p-j}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right),
\end{align*}
$$

proving (25).
If $(0,0)<(i, j) \leq\left(h_{1}, h_{2}\right)$, we get

$$
\begin{align*}
& \| D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} f(x, y)+\rho_{n, m} D_{1-}^{\alpha_{1 i}}\left(\frac{x^{h_{1}}}{h_{1}!}\right) D_{1-}^{\alpha_{2 j}}\left(\frac{y^{h_{2}}}{h_{2}!}\right)  \tag{43}\\
& -D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{*}(x, y) \|_{\infty} \leq T_{i j} .
\end{align*}
$$

That is for $i=1, \ldots, h_{1} ; j=1, \ldots, h_{2}$, we obtain

$$
\begin{align*}
& \| D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} f(x, y)+\rho_{n, m}\left((-1)^{h_{1}} \sum_{k=0}^{h_{1}-i} \frac{(-1)^{k}(1-x)^{h_{1}-\alpha_{1 i}-k}}{k!\Gamma\left(h_{1}-\alpha_{1 i}-k+1\right)}\right) \\
& \cdot\left((-1)^{h_{2}} \sum_{\lambda=0}^{h_{2}-j} \frac{(-1)^{\lambda}(1-y)^{h_{2}-\alpha_{2 j}-\lambda}}{\lambda!\Gamma\left(h_{2}-\alpha_{2 j}-\lambda+1\right)}\right)-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{*}(x, y) \|_{\infty} \\
& \leq T_{i j} . \tag{44}
\end{align*}
$$

Hence for $(1,1) \leq(i, j) \leq\left(h_{1}, h_{2}\right)$, we have

$$
\begin{gather*}
\left\|D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} f-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{*}\right\|_{\infty} \\
\leq \rho_{n, m}\left(\sum_{k=0}^{h_{1}-i} \frac{2^{h_{1}-\alpha_{1 i}-k}}{k!\Gamma\left(h_{1}-\alpha_{1 i}-k+1\right)}\right) \tag{45}
\end{gather*}
$$

$$
\left(\sum_{\lambda=0}^{h_{2}-j} \frac{2^{h_{2}-\alpha_{2 j}-\lambda}}{\lambda!\Gamma\left(h_{2}-\alpha_{2 j}-\lambda+1\right)}\right)+T_{i j}
$$

$$
\begin{equation*}
=\dot{C} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \tag{46}
\end{equation*}
$$

$$
\cdot\left[\sum_{\bar{i}=h_{1}}^{v_{1}} \sum_{\bar{j}=h_{2}}^{v_{2}} l_{\overline{i j}} \frac{2^{(\bar{i}+\bar{j})-\left(\alpha_{1 \bar{i}}+\alpha_{2 \bar{j}}\right)}}{\Gamma\left(\bar{i}-\alpha_{1 \bar{i}}+1\right) \Gamma\left(\bar{j}-\alpha_{2 \bar{j}}+1\right)} \frac{1}{n^{r-\bar{i}}} \frac{1}{m^{p-\bar{j}}}\right]
$$

$$
\left(\sum_{k=0}^{h_{1}-i} \frac{2^{h_{1}-\alpha_{1 i}-k}}{k!\Gamma\left(h_{1}-\alpha_{1 i}-k+1\right)}\right)\left(\sum_{\lambda=0}^{h_{2}-j} \frac{2^{h_{2}-\alpha_{2 j}-\lambda}}{\lambda!\Gamma\left(h_{2}-\alpha_{2 j}-\lambda+1\right)}\right)
$$

$$
+\frac{2^{(i+j)-\left(\alpha_{1 i}+\alpha_{2 j}\right)} \dot{C} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right)}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right) n^{r-i} m^{p-j}}
$$

$$
\begin{equation*}
\leq \dot{C} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \frac{1}{n^{r-v_{1}} m^{p-v_{2}}} A_{i j} \tag{47}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{i j} \\
& :=\left\{\left[\sum_{\bar{i}=h_{1}}^{v_{1}} \sum_{\bar{j}=h_{2}}^{v_{2}} l_{\bar{i} \bar{j}} \frac{2^{(\bar{i}+\bar{j})-\left(\alpha_{1 \bar{i}}+\alpha_{2 \bar{j}}\right)}}{\Gamma\left(\bar{i}-\alpha_{1 \bar{i}}+1\right) \Gamma\left(\bar{j}-\alpha_{2 \bar{j}}+1\right)}\right]\right.  \tag{48}\\
& \cdot\left(\sum_{k=0}^{h_{1}-i} \frac{2^{h_{1}-\alpha_{1 i}-k}}{k!\Gamma\left(h_{1}-\alpha_{1 i}-k+1\right)}\right)\left(\sum_{\lambda=0}^{h_{2}-j} \frac{2^{h_{2}-\alpha_{2 j}-\lambda}}{\lambda!\Gamma\left(h_{2}-\alpha_{2 j}-\lambda+1\right)}\right) \\
& \left.+\frac{2^{(i+j)-\left(\alpha_{1 i}+\alpha_{2 j}\right)}}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right)}\right\}
\end{align*}
$$

(Set $\left.c_{i j}:=C A_{i j}\right)$
We proved, for $(1,1) \leq(i, j) \leq\left(h_{1}, h_{2}\right)$, that

$$
\begin{equation*}
\left\|D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} f-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{*}\right\|_{\infty} \leq \frac{c_{i j}}{n^{r-v_{1}} m^{p-v_{2}}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \tag{49}
\end{equation*}
$$

So that (26) is established.
When $i=j=0$ from (41) we obtain

$$
\begin{equation*}
\left\|f(x, y)+\rho_{n, m} \frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!}-Q_{n, m}^{*}(x, y)\right\|_{\infty} \leq \frac{C}{n^{r} m^{p}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) . \tag{50}
\end{equation*}
$$

Hence

$$
\begin{gather*}
\quad\left\|f-Q_{n, m}^{*}\right\|_{\infty} \leq \frac{\rho_{n, m}}{h_{1}!h_{2}!}+\frac{\dot{C}}{n^{r} m^{p}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right)  \tag{51}\\
=\frac{\dot{C}}{h_{1}!h_{2}!} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right)  \tag{52}\\
\quad \cdot\left[\sum_{\bar{i}=h_{1}}^{v_{1}} \sum_{\bar{j}=h_{2}}^{v_{2}} l_{\overline{i j}} \frac{2^{(\bar{i}+\bar{j})-\left(\alpha_{1 \bar{i}}+\alpha_{2 \bar{j}}\right)}}{\Gamma\left(\bar{i}-\alpha_{1 \bar{i}}+1\right) \Gamma\left(\bar{j}-\alpha_{2 \bar{j}}+1\right)} \frac{1}{n^{r-\bar{i}}} \frac{1}{m^{p-\bar{j}}}\right] \\
+\frac{\dot{C}}{n^{r} m^{p}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \\
\leq \frac{\dot{C} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right)}{n^{r-v_{1}} m^{p-v_{2}}} A_{00}, \tag{53}
\end{gather*}
$$

where

$$
\begin{equation*}
A_{00}:=\left[\frac{1}{h_{1}!h_{2}!} \sum_{\bar{i}=h_{1}}^{v_{1}} \sum_{\bar{j}=h_{2}}^{v_{2}} \frac{l_{\overline{i j}} 2^{(\bar{i}+\bar{j})-\left(\alpha_{1 \bar{i}}+\alpha_{2 \bar{j}}\right)}}{\Gamma\left(\bar{i}-\alpha_{1 \bar{i}}+1\right) \Gamma\left(\bar{j}-\alpha_{2 \bar{j}}+1\right)}+1\right] \tag{54}
\end{equation*}
$$

$\left(\right.$ Set $\left.c_{00}=C A_{00}\right)$.
Then

$$
\begin{equation*}
\left\|f-Q_{n, m}^{*}\right\|_{\infty} \leq \frac{c_{00}}{n^{r-v_{1}} m^{p-v_{2}}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) . \tag{55}
\end{equation*}
$$

So that (28) is established.
Next case of $i=0, j=1, \ldots, h_{2}$, from (41) we get

$$
\begin{align*}
& \| D_{1-}^{\left(0, \alpha_{2 j}\right)} f(x, y)+\rho_{n, m} \frac{x^{h_{1}}}{h_{1}!}\left((-1)^{h_{2}} \sum_{\lambda=0}^{h_{2}-j} \frac{(-1)^{\lambda}(1-y)^{h_{2}-\alpha_{2 j}-\lambda}}{\lambda!\Gamma\left(h_{2}-\alpha_{2 j}-\lambda+1\right)}\right)  \tag{56}\\
& -D_{1-}^{\left(0, \alpha_{2 j}\right)} Q_{n, m}^{*}(x, y) \|_{\infty} \leq T_{0 j} .
\end{align*}
$$

Then

$$
\begin{gather*}
\left\|D_{1-}^{\left(0, \alpha_{2 j}\right)} f-D_{1-}^{\left(0, \alpha_{2 j}\right)} Q_{n, m}^{*}\right\|_{\infty} \\
\leq \frac{\rho_{n, m}}{h_{1}!}\left(\sum_{\lambda=0}^{h_{2}-j} \frac{2^{h_{2}-\alpha_{2 j}-\lambda}}{\lambda!\Gamma\left(h_{2}-\alpha_{2 j}-\lambda+1\right)}\right)+T_{0 j}  \tag{57}\\
=\frac{\dot{C}}{h_{1}!} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right)  \tag{58}\\
\cdot\left[\sum_{\bar{i}=h_{1}}^{v_{1}} \sum_{\bar{j}=h_{2}}^{v_{2}} l_{\bar{i} \bar{j}} \frac{2^{(\bar{i}+\bar{j})-\left(\alpha_{1 \bar{i}}+\alpha_{2 \bar{j}}\right)}}{\Gamma\left(\bar{i}-\alpha_{1 \bar{i}}+1\right) \Gamma\left(\bar{j}-\alpha_{2 \bar{j}}+1\right)} \frac{1}{n^{r-\bar{i}}} \frac{1}{m^{p-\bar{j}}}\right] \\
\cdot\left(\sum_{\lambda=0}^{h_{2}-j} \frac{2^{h_{2}-\alpha_{2 j}-\lambda}}{\lambda!\Gamma\left(h_{2}-\alpha_{2 j}-\lambda+1\right)}\right) \\
+\frac{2^{j-\alpha_{2 j}} \dot{C}}{\Gamma\left(j-\alpha_{2 j}+1\right) n^{r} m^{p-j}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \\
\leq \frac{\dot{C} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right)}{n^{r-v_{1} m^{p-v_{2}}} A_{0 j},} \tag{59}
\end{gather*}
$$

where

$$
\begin{align*}
& A_{0 j} \\
& :=\left[\frac{1}{h_{1}!}\left(\sum_{\bar{i}=h_{1}}^{v_{1}} \sum_{\bar{j}=h_{2}}^{v_{2}} l_{\overline{i j}} \frac{2^{(\bar{i}+\bar{j})-\left(\alpha_{1 \bar{i}}+\alpha_{2 \bar{j}}\right)}}{\Gamma\left(\bar{i}-\alpha_{1 \bar{i}}+1\right) \Gamma\left(\bar{j}-\alpha_{2 \bar{j}}+1\right)}\right)\right.  \tag{60}\\
& \left.\cdot\left(\sum_{\lambda=0}^{h_{2}-j} \frac{2^{h_{2}-\alpha_{2 j}-\lambda}}{\lambda!\Gamma\left(h_{2}-\alpha_{2 j}-\lambda+1\right)}\right)+\frac{2^{j-\alpha_{2 j}}}{\Gamma\left(j-\alpha_{2 j}+1\right)}\right] .
\end{align*}
$$

(Set $c_{0 j}:=C A_{0 j}$ )
We proved that (case of $i=0, j=1, \ldots, h_{2}$ )

$$
\begin{equation*}
\left\|D_{1-}^{\left(0, \alpha_{2 j}\right)} f-D_{1-}^{\left(0, \alpha_{2 j}\right)} Q_{n, m}^{*}\right\|_{\infty} \leq \frac{c_{0 j}}{n^{r-v_{1}} m^{p-v_{2}}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \tag{61}
\end{equation*}
$$

establishing (29).
Similarly we get for $i=1, \ldots, h_{1}, j=0$, that

$$
\begin{equation*}
\left\|D_{1-}^{\left(\alpha_{1 i}, 0\right)} f-D_{1-}^{\left(\alpha_{1 i}, 0\right)} Q_{n, m}^{*}\right\|_{\infty} \leq \frac{c_{i 0}}{n^{r-v_{1}} m^{p-v_{2}}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right) \tag{62}
\end{equation*}
$$

where $c_{i 0}:=C A_{i 0}$, with

$$
\begin{align*}
& A_{i 0} \\
& :=\left[\frac{1}{h_{2}!}\left(\sum_{\bar{i}=h_{1}}^{v_{1}} \sum_{\bar{j}=h_{2}}^{v_{2}} l_{\overline{i j}} \frac{2^{(\bar{i}+\bar{j})-\left(\alpha_{1 \bar{i}}+\alpha_{2 \bar{j}}\right)}}{\Gamma\left(\bar{i}-\alpha_{1 \bar{i}}+1\right) \Gamma\left(\bar{j}-\alpha_{2 \bar{j}}+1\right)}\right)\right.  \tag{63}\\
& \left.\cdot\left(\sum_{k=0}^{h_{1}-i} \frac{2^{h_{1}-\alpha_{1 i}-k}}{k!\Gamma\left(h_{1}-\alpha_{1 i}-k+1\right)}\right)+\frac{2^{i-\alpha_{1 i}}}{\Gamma\left(i-\alpha_{1 i}+1\right)}\right]
\end{align*}
$$

deriving (31). So if $(x, y) \in[-1,0]^{2}$, then

$$
\begin{align*}
& \alpha_{h_{1} h_{2}}^{-1}(x, y) \bar{L}\left(Q_{n, m}^{*}(x, y)\right)  \tag{64}\\
& =\alpha_{h_{1} h_{2}}^{-1}(x, y) \bar{L}(f(x, y))+\rho_{n, m} \frac{(1-x)^{h_{1}-\alpha_{1 i}}}{\Gamma\left(h_{1}-\alpha_{1 i}+1\right)} \frac{(1-y)^{h_{2}-\alpha_{2 j}}}{\Gamma\left(h_{2}-\alpha_{2 j}+1\right)}  \tag{65}\\
& \quad+\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} \alpha_{h_{1} h_{2}}^{-1}(x, y) \alpha_{i j}(x, y) \\
& \quad \cdot\left[D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{*}(x, y)-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} f(x, y)-\rho_{n, m} D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)}\left(\frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!}\right)\right] \\
& \quad \stackrel{(41)}{\geq} \rho_{n, m} \frac{(1-x)^{h_{1}-\alpha_{1 i}}}{\Gamma\left(h_{1}-\alpha_{1 i}+1\right)} \frac{(1-y)^{h_{2}-\alpha_{2 j}}}{\Gamma\left(h_{2}-\alpha_{2 j}+1\right)}  \tag{66}\\
& \quad-\left[\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} l_{i j} \frac{2^{(i+j)-\left(\alpha_{1 i}+\alpha_{2 j}\right)}}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right)} \frac{\dot{C}}{n^{r-i} m^{p-j}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right)\right]
\end{align*}
$$

$$
\begin{align*}
& =\rho_{n, m}\left[\frac{(1-x)^{h_{1}-\alpha_{1 i}}}{\Gamma\left(h_{1}-\alpha_{1 i}+1\right)} \frac{(1-y)^{h_{2}-\alpha_{2 j}}}{\Gamma\left(h_{2}-\alpha_{2 j}+1\right)}-1\right]  \tag{67}\\
& \geq \rho_{n, m}\left[\frac{1}{\Gamma\left(h_{1}-\alpha_{1 i}+1\right) \Gamma\left(h_{2}-\alpha_{2 j}+1\right)}-1\right] \\
= & \rho_{n, m}\left[\frac{1-\Gamma\left(h_{1}-\alpha_{1 i}+1\right) \Gamma\left(h_{2}-\alpha_{2 j}+1\right)}{\Gamma\left(h_{1}-\alpha_{1 i}+1\right) \Gamma\left(h_{2}-\alpha_{2 j}+1\right)}\right] \geq 0 . \tag{68}
\end{align*}
$$

Explanation: we have that $\Gamma(1)=1, \Gamma(2)=1$, and $\Gamma$ is convex on $(0, \infty)$ and positive there, here $0 \leq h_{1}-\alpha_{1 h_{1}}, h_{2}-\alpha_{2 h_{2}}<1$ and $1 \leq h_{1}-\alpha_{1 h_{1}}+1, h_{2}-$ $\alpha_{2 h_{2}}+1<2$. Thus $0<\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right), \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right) \leq 1$, and

$$
\begin{equation*}
0 \leq \Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right) \leq 1 . \tag{69}
\end{equation*}
$$

And

$$
\begin{equation*}
1-\Gamma\left(h_{1}-\alpha_{1 h_{1}}+1\right) \Gamma\left(h_{2}-\alpha_{2 h_{2}}+1\right) \geq 0 . \tag{70}
\end{equation*}
$$

Therefore it holds

$$
\begin{equation*}
\bar{L}\left(Q_{n, m}^{*}(x, y)\right) \geq 0, \forall(x, y) \in[-1,0]^{2} . \tag{71}
\end{equation*}
$$

II. Suppose, throughout $[-1,0]^{2}, \alpha_{h_{1} h_{2}}(x, y) \leq \beta<0$. Let $Q_{n, m}^{* *}(x, y),(x, y) \in$ $[-1,1]^{2}$, as in (39), so that

$$
\begin{align*}
& \left\|D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)}\left(f(x, y)-\rho_{n, m} \frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!}\right)-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{* *}(x, y)\right\|_{\infty} \\
\leq & \frac{2^{(i+j)-\left(\alpha_{1 i}+\alpha_{2 j}\right)} \dot{C}}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right) n^{r-i} m^{p-j}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right), \tag{72}
\end{align*}
$$

$i=0,1, \ldots, r, j=0,1, \ldots, p$.
As earlier we produce the same convergence inequalities (25), (26), (28), (29), and (31). So for $(x, y) \in[-1,0]^{2}$ we get

$$
\begin{align*}
& \alpha_{h_{1} h_{2}}^{-1}(x, y) \bar{L}\left(Q_{n, m}^{* *}(x, y)\right) \\
= & \alpha_{h_{1} h_{2}}^{-1}(x, y) \bar{L}(f(x, y))-\rho_{n, m} \frac{(1-x)^{h_{1}-\alpha_{1 i}}}{\Gamma\left(h_{1}-\alpha_{1 i}+1\right)} \frac{(1-y)^{h_{2}-\alpha_{2 j}}}{\Gamma\left(h_{2}-\alpha_{2 j}+1\right)}  \tag{73}\\
& +\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} \alpha_{h_{1} h_{2}}^{-1}(x, y) \alpha_{i j}(x, y) \\
& \cdot\left[D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} Q_{n, m}^{* *}(x, y)-D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)} f(x, y)+\rho_{n, m} D_{1-}^{\left(\alpha_{1 i}, \alpha_{2 j}\right)}\left(\frac{x^{h_{1}}}{h_{1}!} \frac{y^{h_{2}}}{h_{2}!}\right)\right] \\
& \stackrel{(71)}{\leq}-\rho_{n, m} \frac{(1-x)^{h_{1}-\alpha_{1 i}}}{\Gamma\left(h_{1}-\alpha_{1 i}+1\right)} \frac{(1-y)^{h_{2}-\alpha_{2 j}}}{\Gamma\left(h_{2}-\alpha_{2 j}+1\right)}  \tag{74}\\
+ & {\left[\sum_{i=h_{1}}^{v_{1}} \sum_{j=h_{2}}^{v_{2}} l_{i j} \frac{2^{(i+j)-\left(\alpha_{1 i}+\alpha_{2 j}\right)}}{\Gamma\left(i-\alpha_{1 i}+1\right) \Gamma\left(j-\alpha_{2 j}+1\right)} \frac{\dot{C}}{n^{r-i} m^{p-j}} \omega_{s, q}\left(f^{(r, p)} ; \frac{1}{n}, \frac{1}{m}\right)\right] } \\
=\rho_{n, m} & {\left[1-\frac{(1-x)^{h_{1}-\alpha_{1 i}}}{\Gamma\left(h_{1}-\alpha_{1 i}+1\right)} \frac{(1-y)^{h_{2}-\alpha_{2 j}}}{\Gamma\left(h_{2}-\alpha_{2 j}+1\right)}\right] } \\
= & \rho_{n, m} \\
\leq & {\left[\frac{\Gamma\left(h_{1}-\alpha_{1 i}+1\right) \Gamma\left(h_{2}-\alpha_{2 j}+1\right)-(1-x)^{h_{1}-\alpha_{1 i}}(1-y)^{h_{2}-\alpha_{2 j}}}{\Gamma\left(h_{1}-\alpha_{1 i}+1\right) \Gamma\left(h_{2}-\alpha_{2 j}+1\right)}\right] }  \tag{75}\\
\rho_{n, m} & {\left[\frac{1-(1-x)^{h_{1}-\alpha_{1 i}}(1-y)^{h_{2}-\alpha_{2 j}}}{\Gamma\left(h_{1}-\alpha_{1 i}+1\right) \Gamma\left(h_{2}-\alpha_{2 j}+1\right)}\right] \leq 0 . }
\end{align*}
$$

Explanation: for $x, y \in[-1,0]$ we get that $1-x, 1-y \geq 1$, and $0 \leq h_{1}-\alpha_{1 h_{1}}$, $h_{2}-\alpha_{2 h_{2}}<1$. Hence $(1-x)^{h_{1}-\alpha_{1 h_{1}}},(1-y)^{h_{2}-\alpha_{2 h_{2}}} \geq 1$, and then

$$
(1-x)^{h_{1}-\alpha_{1 h_{1}}}(1-y)^{h_{2}-\alpha_{2 h_{2}}} \geq 1
$$

so that

$$
\begin{equation*}
1-(1-x)^{h_{1}-\alpha_{1 h_{1}}}(1-y)^{h_{2}-\alpha_{2} h_{2}} \leq 0 . \tag{76}
\end{equation*}
$$

Hence again

$$
\begin{equation*}
\bar{L}\left(Q_{n, m}^{* *}(x, y)\right) \geq 0, \text { for }(x, y) \in[-1,0]^{2} . \tag{77}
\end{equation*}
$$
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# Nonlinear Approximation: $q$-Bernstein Operators of Max-Product Kind 

Oktay Duman


#### Abstract

In this paper, we construct a certain family of nonlinear operators in order to approximate a function by these nonlinear operators. For construction, we use the linear $q$-Bernstein polynomials and also the max-product algebra.


## 1 Introduction

The main motivation for this study is the papers by Bede et al. [4, 5]. We construct a certain family of max-product type approximating operators based on $q$-integers having the property of pseudo-linearity which is a weaker notion than the classical linearity.

We first recall some basic concepts from approximating operators. The classical Bernstein polynomial and its $q$-generalization are given respectively by

$$
\begin{equation*}
B_{n}(f ; x)=\sum_{k=0}^{n}\binom{n}{k} f\binom{k}{n} x^{k}(1-x)^{n-k} \tag{1}
\end{equation*}
$$

and

$$
B_{n}(f ; x ; q)=\sum_{k=0}^{n}\left[\begin{array}{l}
n  \tag{2}\\
k
\end{array}\right]_{q} f\left(\frac{[k]_{q}}{[n]_{q}}\right) x^{k} \prod_{s=0}^{n-k-1}\left(1-q^{s} x\right)
$$

where $n \in \mathbb{N}, f \in C[0,1], x \in[0,1], q \in(0,1]$ (see [16, 17]). Recall that, a $q$ integer is given by

$$
[n]_{q}:=\frac{1-q^{n}}{1-q} \text { if } q \neq 1, \text { and }[n]_{q}=n \text { if } q=1
$$

[^2]and the $q$-factorial is defined by
$$
[n]_{q}!:=[n]_{q} \ldots[2]_{q}[1]_{q} \text { with }[0]_{q}!:=1 ;
$$
and also the $q$-binomial coefficient is defined by
\[

\left[$$
\begin{array}{l}
n \\
k
\end{array}
$$\right]_{q}:=\frac{[n]_{q}!}{[k]_{q}![n-k]_{q}!}
\]

It is well-known that the polynomials in (1) and (2) are positive and linear, and so their approximation properties can easily be obtain from the classical Korovkin theorem (see [15]). However, in recent years, a nonlinear modification of the classical Bernstein polynomial has been introduced by Bede and Gal [5] (see, also, [4]). Although, of course, the Korovkin theorem fails for this nonlinear operator, they showed in [5] that the new operator has a similar approximation behavior to the classical Bernstein polynomial. Later, they applied this idea for other well-known approximating operators, such as, Favard-Szá sz-Mirakjan operator, Meyer-König and Zeller operator, Baskakov operator, Bleimann-Butzer-Hahn operator, and etc. (see [1, 3, 7, 8]). These studies provide an important improvement on the approximation theory due to nonlinearity of operators. However, so far, there is no such an improvement on the $q$-Bernstein polynomial given by (2). The aim of the present paper is to fill in this gap in the literature.

This paper is organized as follows. In the second section, we construct a nonlinear $q$-Bernstein operator of max-product kind, and in the third section, we obtain an error estimation for these operators. In the last section, we give an statistical approximation theorem and discuss some concluding remarks.

## 2 Construction of the Operators

In this section, we construct a nonlinear approximation operator by modifying the $q$-Bernstein polynomial given by (2). For the construction, we mainly use the idea by Bede et al. in $[4,5]$.

We consider the operations " $\vee$ " (maximum) and "." (product) over the interval $[0,+\infty)$. Then, $([0,+\infty), \vee, \cdot)$ has a semiring structure and is called "max-product algebra" (see, for instance, [5, 6]). Now let

$$
C_{+}[0,1]:=\{f:[0,1] \rightarrow[0,+\infty): f \text { is continuous on }[0,1]\}
$$

Considering the identity

$$
\sum_{k=0}^{n}\binom{n}{k} x^{k}(1-x)^{n-k}=1
$$

the classical Bernstein polynomial can be written in the form that

$$
B_{n}(f ; x)=\frac{\sum_{k=0}^{n}\binom{n}{k} f\left(\frac{k}{n}\right) x^{k}(1-x)}{\sum_{k=0}^{n}\binom{n}{k} x^{k}(1-x)^{n-k}} .
$$

In this case, replacing the sum operator $\sum$ by the maximum operator $\vee$, Bede and Gal [5] (see, also, [4]) introduce the following nonlinear approximation operators

$$
B_{n}^{(M)}(f ; x)=\frac{\bigvee_{k=0}^{n}\binom{n}{k} f\left(\begin{array}{l}
\frac{k}{n} \tag{3}
\end{array}\right) x^{k}(1-x)^{n-k}}{\bigvee_{k=0}^{n}\binom{n}{k} x^{k}(1-x)^{n-k}}\left(f \in C_{+}[0,1], n \in \mathbb{N}\right) .
$$

Now, by a similar idea, we define our operators as follows:

$$
\begin{equation*}
B_{n}^{(M)}(f ; x ; q)=\frac{\bigvee_{k=0}^{n} p_{n, k}(x ; q) f\left(\frac{[k]_{q}}{[n]_{q}}\right)}{\bigvee_{k=0}^{n} p_{n, k}(x ; q)}, \tag{4}
\end{equation*}
$$

where $n \in \mathbb{N}, f \in C_{+}[0,1], x \in[0,1], q \in(0,1)$, and $p_{n, k}(x ; q)$ is given by

$$
p_{n, k}(x ; q)=\left[\begin{array}{l}
n  \tag{5}\\
k
\end{array}\right]_{q} x^{k} \prod_{s=1}^{n-k}\left(1-q^{s} x\right) .
$$

Here, we assume that the empty product is one. Notice that, in (5), we prefer $\prod_{s=1}^{n-k}\left(1-q^{s} x\right)$ rather than $\prod_{s=0}^{n-k-1}\left(1-q^{s} x\right)$ due to some technical complexity which comes from the $q$-calculus. Actually, Lemma 5 and its proof explain why we need such a preference. Observe that when $q \rightarrow 1^{-}$, then our operators $B_{n}^{(M)}(f ; x ; q)$ reduce to the operators $B_{n}^{(M)}(f ; x)$ given by (3).

It is easy to check that $\bigvee_{k=0}^{n} p_{n, k}(x ; q)>0$ for all $x \in[0,1]$ and $q \in(0,1)$; and hence, $B_{n}^{(M)}(f ; x ; q)$ is well-defined. Also, we see that, for any $f \in C_{+}[0,1]$,

$$
B_{n}^{(M)}(f ; 0 ; q)=f(0) .
$$

Also, if $f \in C_{+}[0,1]$ and nondecreasing on $[0,1]$, then we have

$$
B_{n}^{(M)}(f ; 1 ; q)=f(1) .
$$

Indeed, we will see in Lemma 5 (the case of $j=n$ ) that

$$
\bigvee_{k=0}^{n} p_{n, k}(1 ; q)=p_{n, n}(1 ; q)=1
$$

which implies

$$
B_{n}^{(M)}(f ; 1 ; q)=\bigvee_{k=0}^{n} p_{n, k}(1 ; q) f\left(\frac{[k]_{q}}{[n]_{q}}\right)
$$

Since $f$ is nondecreasing on $[0,1]$, we observe that

$$
p_{n, k}(1 ; q) f\left(\frac{[k]_{q}}{[n]_{q}}\right) \leq p_{n, n}(1 ; q) f\left(\frac{[n]_{q}}{[n]_{q}}\right)=f(1),
$$

which gives $B_{n}^{(M)}(f ; 1 ; q)=f(1)$. But this property is not true for all $f \in C_{+}[0,1]$. For example, consider the function $f(x)=1-x$ on $[0,1]$. Then, for any $q \in(0,1)$, we observe that

$$
B_{n}^{(M)}(f ; 1 ; q)>p_{n, 0}(1 ; q) f(0)=\prod_{s=1}^{n}\left(1-q^{s}\right)>0=f(1)
$$

If $f \in C_{+}[0,1]$, then it is not hard to see that $B_{n}^{(M)}(f ; \cdot ; q) \in C_{+}[0,1]$ for any $n \in \mathbb{N}$ and $q \in(0,1)$; and hence $B_{n}^{(M)}(f ; x ; q)$ is a positive operator. However, we will see that it is not linear over $C_{+}[0,1]$.

Now let $f, g \in C_{+}[0,1]$. Then, by the definition, we see that

$$
\begin{equation*}
f \leq g \Rightarrow B_{n}^{(M)}(f ; x ; q) \leq B_{n}^{(M)}(g ; x ; q) \tag{6}
\end{equation*}
$$

So, $B_{n}^{(M)}(f ; x ; q)$ is increasing with respect to $f \in C_{+}[0,1]$. Also, for any $f, g \in$ $C_{+}[0,1]$, we have

$$
\begin{equation*}
B_{n}^{(M)}(f+g ; x ; q) \leq B_{n}^{(M)}(f ; x ; q)+B_{n}^{(M)}(g ; x ; q) . \tag{7}
\end{equation*}
$$

We can find functions $f$ and $g$ such that the above inequality is strict. For example, define $f(t)=1-t$ and $g(t)=t$ for all $t \in[0,1]$. Then, the above facts yield that

$$
\begin{aligned}
B_{n}^{(M)}(f+g ; 1 ; q) & =B_{n}^{(M)}\left(e_{0} ; 1 ; q\right)=1\left(e_{0}(t):=1\right) \\
B_{n}^{(M)}(f ; 1 ; q) & >f(1)=0, \\
B_{n}^{(M)}(g ; 1 ; q) & =g(1)=1,
\end{aligned}
$$

and hence

$$
B_{n}^{(M)}(f+g ; 1 ; q)<B_{n}^{(M)}(f ; 1 ; q)+B_{n}^{(M)}(g ; 1 ; q)
$$

for such $f$ and $g$. This clearly shows that our operators $B_{n}^{(M)}(f ; x ; q)$ is not linear over $C_{+}[0,1]$.

As usual, let $\omega(f, \delta), \delta>0$, denote the modulus of continuity of $f \in C_{+}[0,1]$, defined by

$$
\omega(f, \delta)=\max _{|x-y| \leq \delta}|f(x)-f(y)| .
$$

Now, using (6), (7), and the fact that $B_{n}^{(M)}\left(e_{0} ; 1 ; q\right)=1$, and also applying Corollary 3 in [5] (see also Corollary 2.3 in [4]), we immediately obtain the following estimation for the operators $B_{n}^{(M)}(f ; x ; q)$.

Corollary 1 For all $f \in C_{+}[0,1], n \in \mathbb{N}, x \in[0,1]$ and $q \in(0,1)$, we have

$$
\begin{equation*}
\left|B_{n}^{(M)}(f ; x ; q)-f(x)\right| \leq 2 \omega\left(f, \delta_{n}(x ; q)\right), \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{n}(x ; q):=B_{n}^{(M)}\left(\varphi_{x} ; x ; q\right) \text { with } \varphi_{x}(t)=|t-x| . \tag{9}
\end{equation*}
$$

In the next section, after the estimation of $B_{n}^{(M)}\left(\varphi_{x} ; x ; q\right)$ is computed, we will give the arranged version of Corollary 1.

## 3 An Error Estimation

Firstly, we estimate $B_{n}^{(M)}\left(\varphi_{x} ; x ; q\right)$ with $\varphi_{x}(t)=|t-x|$. To see this we need some notations and lemmas. In this section, we will mainly use the similar way to [4]; however, we have to adapt all items to the $q$-calculus. We should note that when computing all estimations, it is enough to consider $x \in(0,1]$ since $B_{n}^{(M)}(f ; 0 ; q)-$ $f(0)=0$ for any $f \in C_{+}[0,1]$.

For $k, j \in\{0,1, \ldots, n\}$ and $x \in\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right]$, we define

$$
\begin{equation*}
M_{k, n, j}(x ; q)=\frac{p_{n, k}(x ; q)\left|\frac{[k]_{q}}{[n]_{q}}-x\right|}{p_{n, j}(x ; q)} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{k, n, j}(x ; q)=\frac{p_{n, k}(x ; q)}{p_{n, j}(x ; q)} . \tag{11}
\end{equation*}
$$

In this case, (10) and (11) imply respectively that

$$
\begin{equation*}
k \geq j+1 \Rightarrow M_{k, n, j}(x ; q)=\frac{p_{n, k}(x ; q)\left(\frac{[k]_{q}}{[n]_{q}}-x\right)}{p_{n, j}(x ; q)} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
k \leq j-1 \Rightarrow M_{k, n, j}(x ; q)=\frac{p_{n, k}(x ; q)\left(x-\frac{[k]_{q}}{[n]_{q}}\right)}{p_{n, j}(x ; q)} \tag{13}
\end{equation*}
$$

where we use the following fact

$$
\frac{[j-1]_{q}}{[n]_{q}}<\frac{[j]_{q}}{[n+1]_{q}}
$$

Now, for $k, j \in\{0,1, \ldots, n\}$ with $k \geq j+2$ and $x \in\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right]$, we define

$$
\begin{equation*}
\bar{M}_{k, n, j}(x ; q)=\frac{p_{n, k}(x ; q)\left(\frac{[k]_{q}}{[n+1]_{q}}-x\right)}{p_{n, j}(x ; q)} \tag{14}
\end{equation*}
$$

and also; for $k, j \in\{0,1, \ldots, n\}$ with $k \leq j-2$ and $x \in\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right]$, we consider

$$
\begin{equation*}
\underline{M}_{k, n, j}(x ; q)=\frac{p_{n, k}(x ; q)\left(x-\frac{[k]_{q}}{[n+1]_{q}}\right)}{p_{n, j}(x ; q)} \tag{15}
\end{equation*}
$$

Then, we first get the next lemma.
Lemma 2 Let $q \in(0,1), j \in\{0,1, \ldots, n\}$ and $x \in\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right]$. Then, we obtain the following inequalities:
(i) for all $k \in\{0,1, \ldots, n\}$ with $k \geq j+2$,

$$
\bar{M}_{k, n, j}(x ; q) \leq M_{k, n, j}(x ; q) \leq\left(1+\frac{2}{q^{n+1}}\right) \bar{M}_{k, n, j}(x ; q)
$$

(ii) for all $k \in\{0,1, \ldots, n\}$ with $k \leq j-2$,

$$
M_{k, n, j}(x ; q) \leq \underline{M}_{k, n, j}(x ; q) \leq\left(1+\frac{2}{q^{n}}\right) M_{k, n, j}(x ; q) .
$$

Proof (i) The inequality $\bar{M}_{k, n, j}(x ; q) \leq M_{k, n, j}(x ; q)$ follows from (12) and (14), immediately. Also, using the fact that $[n+1]_{q}=[n]_{q}+q^{n}$, we have

$$
\begin{aligned}
\frac{M_{k, n, j}(x ; q)}{\bar{M}_{k, n, j}(x ; q)} & =\frac{\frac{[k]_{q}}{[n]_{q}}-x}{\frac{[k]_{q}}{[n+1]_{q}}-x} \leq \frac{\frac{[k]_{q}}{[n]_{q}}-\frac{[j]_{q}}{[n+1]_{q}}}{\frac{[k]_{q}}{[n+1]_{q}}-\frac{[j+1]_{q}}{[n+1]_{q}}} \\
& =\frac{[k]_{q}[n+1]_{q}-[n]_{q}[j]_{q}}{[n]_{q}\left([k]_{q}-[j+1]_{q}\right)}=\frac{[k]_{q}[n]_{q}-[n]_{q}[j]_{q}+q^{n}[k]_{q}}{[n]_{q}\left([k]_{q}-[j+1]_{q}\right)} \\
& \leq \frac{[k]_{q}[n]_{q}-[n]_{q}[j]_{q}+q^{n}[n]_{q}}{[n]_{q}\left([k]_{q}-[j+1]_{q}\right)}=\frac{[k]_{q}-[j]_{q}+q^{n}}{[k]_{q}-[j+1]_{q}} \\
& =\frac{[k]_{q}-[j]_{q}+q^{n}}{[k]_{q}-[j]_{q}-q^{j}}=1+\frac{q^{n}+q^{j}}{[k]_{q}-[j]_{q}-q^{j}} \\
& \leq 1+\frac{2}{[k]_{q}-[j]_{q}-q^{j}} .
\end{aligned}
$$

Now using the facts that $k \geq j+2$ and $j \leq n$ we get

$$
\begin{aligned}
{[k]_{q}-[j]_{q}-q^{j} } & \geq[j+2]_{q}-[j]_{q}-q^{j} \\
& =q^{j+1} \\
& \geq q^{n+1} .
\end{aligned}
$$

Hence, we obtain that

$$
\frac{M_{k, n, j}(x ; q)}{\overline{\bar{M}}_{k, n, j}(x ; q)} \leq 1+\frac{2}{q^{n+1}},
$$

which proves (i).
(ii) From (13) and (15), we easily get $M_{k, n, j}(x ; q) \leq \underline{M}_{k, n, j}(x ; q)$. Also, using again the fact that $[n+1]_{q}=[n]_{q}+q^{n}$, we observe that

$$
\begin{aligned}
\frac{M_{k, n, j}(x ; q)}{M_{k, n, j}(x ; q)} & =\frac{x-\frac{[k]_{q}}{[n+1]_{q}}}{x-\frac{[k]_{q}}{[n]_{q}}} \leq \frac{\frac{[j+1]_{q}}{[n+1]_{q}}-\frac{[k]_{q}}{[n+1]_{q}}}{\frac{[j]_{q}}{[n+1]_{q}}-\frac{[k]_{q}}{[n]_{q}}} \\
& =\frac{[n]_{q}\left([j+1]_{q}-[k]_{q}\right)}{[n]_{q}[j]_{q}-[k]_{q}[n+1]_{q}}=\frac{[n]_{q}\left([j+1]_{q}-[k]_{q}\right)}{[n]_{q}[j]_{q}-[k]_{q}[n]_{q}-q^{n}[k]_{q}} \\
& \leq \frac{[n]_{q}\left([j+1]_{q}-[k]_{q}\right)}{[n]_{q}[j]_{q}-[k]_{q}[n]_{q}-q^{n}[n]_{q}}=\frac{[j+1]_{q}-[k]_{q}}{[j]_{q}-[k]_{q}-q^{n}} \\
& =\frac{[j]_{q}-[k]_{q}+q^{j}}{[j]_{q}-[k]_{q}-q^{n}}=1+\frac{q^{n}+q^{j}}{[j]_{q}-[k]_{q}-q^{n}} \\
& \leq 1+\frac{2}{[j]_{q}-[k]_{q}-q^{n}}
\end{aligned}
$$

Since $k \leq j-2$ and $j \leq n$, we may write that

$$
\begin{aligned}
{[j]_{q}-[k]_{q}-q^{n} } & \geq[j]_{q}-[j-2]_{q}-q^{n} \\
& =q^{j-2}+q^{j-1}-q^{n} \\
& \geq q^{n}
\end{aligned}
$$

Therefore, we get

$$
\frac{\underline{M}_{k, n, j}(x ; q)}{M_{k, n, j}(x ; q)} \leq 1+\frac{2}{q^{n}},
$$

which completes the proof.
Lemma 3 Let $q \in(0,1)$. Then, for all $k, j \in\{0,1, \ldots, n\}$ and

$$
x \in\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right],
$$

we get

$$
m_{k, n, j}(x ; q) \leq 1 .
$$

Proof We consider two possible cases: (a) $k \geq j$ and (b) $k<j$.
Case (a): Let $k \geq j$. Since $h(x)=\frac{1-q^{n-k} x}{x}$ is nonincreasing on the interval $\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right]$, it follows from (11) that

$$
\begin{aligned}
\frac{m_{k, n, j}(x ; q)}{m_{k+1, n, j}(x ; q)} & =\frac{[k+1]_{q}}{[n-k]_{q}} \cdot \frac{1-q^{n-k} x}{x} \\
& \geq \frac{[k+1]_{q}}{[n-k]_{q}} \cdot \frac{1-q^{n-k} \frac{[j+1]_{q}}{[n+1]_{q}}}{\frac{[j+1]_{q}}{[n+1]_{q}}} \\
& =\frac{[k+1]_{q}}{[n-k]_{q}} \cdot \frac{[n+1]_{q}-q^{n-k}[j+1]_{q}}{[j+1]_{q}} \\
& \geq \frac{[k+1]_{q}}{[j+1]_{q}} \cdot \frac{[n+1]_{q}-q^{n-k}[k+1]_{q}}{[n-k]_{q}}
\end{aligned}
$$

Since $[k+1]_{q} \geq[j+1]_{q}$, we get

$$
\begin{aligned}
\frac{m_{k, n, j}(x ; q)}{m_{k+1, n, j}(x ; q)} & \geq \frac{[n+1]_{q}-q^{n-k}[k+1]_{q}}{[n-k]_{q}} \\
& =\frac{1-q^{n+1}-q^{n-k}\left(1-q^{k+1}\right)}{1-q^{n-k}} \\
& =1 .
\end{aligned}
$$

Then, we conclude that

$$
1=m_{j, n, j}(x ; q) \geq m_{j+1, n, j}(x ; q) \geq m_{j+2, n, j}(x ; q) \geq \ldots \geq m_{n, n, j}(x ; q),
$$

which completes the proof of case (a).
Case $(b)$ : Let $k<j$. Since $h(x)=\frac{x}{1-q^{n-k+1} x}$ is nondecreasing on the interval

$$
\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right],
$$

we have

$$
\begin{aligned}
\frac{m_{k, n, j}(x ; q)}{m_{k-1, n, j}(x ; q)} & =\frac{[n-k+1]_{q}}{[k]_{q}} \cdot \frac{x}{1-q^{n-k+1} x} \\
& \geq \frac{[n-k+1]_{q}}{[k]_{q}} \frac{\frac{[j]_{q}}{[n+1]_{q}}}{1-q^{n-k+1} \frac{[j]_{q}}{[n+1]_{q}}} \\
& =\frac{[n-k+1]_{q}}{[k]_{q}} \frac{[j]_{q}}{[n+1]_{q}-q^{n-k+1}[j]_{q}} \\
& \geq \frac{[j]_{q}}{[k]_{q}} \cdot \frac{[n-k+1]_{q}}{[n+1]_{q}-q^{n-k+1}[k]_{q}}
\end{aligned}
$$

Since $[k]_{q}<[j]_{q}$, we may write that

$$
\begin{aligned}
\frac{m_{k, n, j}(x ; q)}{m_{k-1, n, j}(x ; q)} & \geq \frac{[n-k+1]_{q}}{[n+1]_{q}-q^{n-k+1}[k]_{q}} \\
& =\frac{1-q^{n-k+1}}{1-q^{n+1}-q^{n-k+1}\left(1-q^{k}\right)} \\
& =1
\end{aligned}
$$

Then we easily get

$$
1=m_{j, n, j}(x ; q) \geq m_{j-1, n, j}(x ; q) \geq m_{j-2, n, j}(x ; q) \geq \ldots \geq m_{0, n, j}(x ; q) .
$$

Therefore, the proof is completed.

Lemma 4 Let $q \in(0,1), j \in\{0,1, \ldots, n\}$ and $x \in\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right]$. Then, we have:
(i) If $k \in\{j+2, j+3, \ldots, n-1\}$ and $[k+1]_{q}-\sqrt{q^{k}[k+1]_{q}} \geq[j+1]_{q}$, then

$$
\bar{M}_{k, n, j}(x ; q) \geq \bar{M}_{k+1, n, j}(x ; q) .
$$

(ii) If $k \in\{1,2, \ldots, j-2\}$ and $[k]_{q}+\sqrt{q^{k-1}[k]_{q}} \leq[j]_{q}$, then

$$
\underline{M}_{k, n, j}(x ; q) \geq \underline{M}_{k-1, n, j}(x ; q)
$$

Proof (i)Let $k \in\{j+2, j+3, \ldots, n-1\}$ and $[k+1]_{q}-\sqrt{q^{k}[k+1]_{q}} \geq[j+1]_{q}$. First we may write that

$$
\begin{aligned}
\frac{\bar{M}_{k, n, j}(x ; q)}{\overline{\bar{M}}_{k+1, n, j}(x ; q)} & =\frac{[k+1]_{q}}{[n-k]_{q}} \cdot \frac{\left(1-q^{n-k} x\right)}{x} \cdot \frac{\frac{[k]_{q}}{[n+1]_{q}}-x}{\frac{[k+1]_{q}}{[n+1]_{q}}-x} \\
& =\frac{[k+1]_{q}}{[n-k]_{q}} \cdot \frac{\left(1-q^{n-k} x\right)}{x} \frac{\left([k]_{q}-[n+1]_{q} x\right)}{\left([k+1]_{q}-[n+1]_{q} x\right)} .
\end{aligned}
$$

Since $g_{1}(x)=\frac{\left(1-q^{n-k} x\right)}{x} \frac{\left([k]_{q}-[n+1]_{q} x\right)}{\left([k+1]_{q}-[n+1]_{q} x\right)}$ is nonincreasing on the interval $\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right]$, we get

$$
\begin{aligned}
\frac{\bar{M}_{k, n, j}(x ; q)}{\bar{M}_{k+1, n, j}(x ; q)} & \geq \frac{[k+1]_{q}}{[n-k]_{q}} \cdot \frac{1-q^{n-k} \frac{[j+1]_{q}}{[n+1]_{q}}}{\frac{[j+1]_{q}}{[n+1]_{q}}} \cdot \frac{[k]_{q}-[j+1]_{q}}{[k+1]_{q}-[j+1]_{q}} \\
& =\frac{[n+1]_{q}-q^{n-k}[j+1]_{q}}{[n-k]_{q}} \cdot \frac{[k+1]_{q}}{[j+1]_{q}} \cdot \frac{[k]_{q}-[j+1]_{q}}{[k+1]_{q}-[j+1]_{q}} \\
& \geq \frac{[n+1]_{q}-q^{n-k}[k+1]_{q}}{[n-k]_{q}} \cdot \frac{[k+1]_{q}}{[j+1]_{q}} \cdot \frac{[k]_{q}-[j+1]_{q}}{[k+1]_{q}-[j+1]_{q}} \\
& =\frac{[k+1]_{q}}{[j+1]_{q}} \cdot \frac{[k]_{q}-[j+1]_{q}}{[k+1]_{q}-[j+1]_{q}}
\end{aligned}
$$

The hypothesis

$$
[k+1]_{q}-\sqrt{q^{k}[k+1]_{q}} \geq[j+1]_{q}
$$

is equivalent to

$$
[k+1]_{q}-\sqrt{[k+1]_{q}^{2}-[k]_{q}[k+1]_{q}} \geq[j+1]_{q}
$$

which implies that

$$
[k+1]_{q}\left([k]_{q}-[j+1]_{q}\right) \geq[j+1]_{q}\left([k+1]_{q}-[j+1]_{q}\right) .
$$

Hence we obtain that

$$
\frac{\bar{M}_{k, n, j}(x ; q)}{\bar{M}_{k+1, n, j}(x ; q)} \geq 1
$$

which proves ( $i$ ).
(ii) Now let $k \in\{1,2, \ldots, j-2\}$ and $[k]_{q}+\sqrt{q^{k-1}[k]_{q}} \leq[j]_{q}$. Then, we observe that

$$
\begin{aligned}
\frac{\underline{M}_{k, n, j}(x ; q)}{\underline{M}_{k-1, n, j}(x ; q)} & =\frac{[n-k+1]_{q}}{[k]_{q}} \cdot \frac{x}{\left(1-q^{n-k+1} x\right)} \cdot \frac{x-\frac{[k]_{q}}{[n+1]_{q}}}{x-\frac{[k-1]_{q}}{[n+1]_{q}}} \\
& =\frac{[n-k+1]_{q}}{[k]_{q}} \cdot \frac{x}{1-q^{n-k+1} x} \cdot \frac{[n+1]_{q} x-[k]_{q}}{[n+1]_{q} x-[k-1]_{q}} .
\end{aligned}
$$

Since $g_{2}(x)=\frac{x}{1-q^{n-k+1} x} \frac{[n+1]_{q} x-[k]_{q}}{[n+1]_{q} x-[k-1]_{q}}$ is nondecreasing on the interval $\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right]$, we get

$$
\begin{aligned}
\frac{\underline{M}_{k, n, j}(x ; q)}{\underline{M}_{k-1, n, j}(x ; q)} & \geq \frac{[n-k+1]_{q}}{[k]_{q}} \cdot \frac{\frac{[j]_{q}}{[n+1]_{q}}}{1-q^{n-k+1} \frac{[j]_{q}}{[n+1]_{q}}} \cdot \frac{[j]_{q}-[k]_{q}}{[j]_{q}-[k-1]_{q}} \\
& =\frac{[n-k+1]_{q}}{[n+1]_{q}-q^{n-k+1}[j]_{q}} \cdot \frac{[j]_{q}}{[k]_{q}} \cdot \frac{[j]_{q}-[k]_{q}}{[j]_{q}-[k-1]_{q}} \\
& \geq \frac{[n-k+1]_{q}}{[n+1]_{q}-q^{n-k+1}[k]_{q}} \cdot \frac{[j]_{q}}{[k]_{q}} \cdot \frac{[j]_{q}-[k]_{q}}{[j]-[k-1]_{q}} \\
& =\frac{[j]_{q}}{[k]_{q}} \cdot \frac{[j]_{q}-[k]_{q}}{[j]_{q}-[k-1]_{q}} .
\end{aligned}
$$

The hypothesis $[k]_{q}+\sqrt{q^{k-1}[k]_{q}} \leq[j]_{q}$ is equivalent to

$$
[k]_{q}+\sqrt{[k]_{q}^{2}-[k]_{q}[k-1]_{q}} \leq[j]_{q},
$$

which implies that

$$
[j]_{q}\left([j]_{q}-[k]_{q}\right) \geq[k]_{q}\left([j]_{q}-[k-1]_{q}\right) .
$$

Then, we obtain that

$$
\frac{\underline{M}_{k, n, j}(x ; q)}{\underline{M}_{k-1, n, j}(x ; q)} \geq 1
$$

which completes the proof of (ii).
Lemma 5 Let $q \in(0,1), j \in\{0,1, \ldots, n\}$ and $x \in\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right]$. Then, we have

$$
\bigvee_{k=0}^{n} p_{n, k}(x ; q)=p_{n, j}(x ; q)
$$

Proof Firstly, we claim that, for $0 \leq k<k+1 \leq n$,

$$
\begin{equation*}
0 \leq p_{n, k+1}(x ; q) \leq p_{n, k}(x ; q) \Leftrightarrow x \in\left[0, \frac{[k+1]_{q}}{[n+1]_{q}}\right] . \tag{16}
\end{equation*}
$$

Indeed, by definition, we have

$$
\begin{aligned}
0 & \leq p_{n, k+1}(x ; q) \leq p_{n, k}(x ; q) \\
& \Leftrightarrow 0 \leq\left[\begin{array}{c}
n \\
k+1
\end{array}\right]_{q} x^{k+1} \prod_{s=1}^{n-k-1}\left(1-q^{s} x\right) \leq\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} x^{k} \prod_{s=1}^{n-k}\left(1-q^{s} x\right) \\
& \Leftrightarrow 0 \leq\left(\left[\begin{array}{c}
n \\
k+1
\end{array}\right]_{q}+q_{q}^{n-k}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}\right) x \leq\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} .
\end{aligned}
$$

Since

$$
\left[\begin{array}{c}
n  \tag{17}\\
k+1
\end{array}\right]_{q}+q_{q}^{n-k}\left[\begin{array}{l}
n \\
k
\end{array}\right]=\left[\begin{array}{l}
n+1 \\
k+1
\end{array}\right]_{q},
$$

we get

$$
0 \leq p_{n, k+1}(x ; q) \leq p_{n, k}(x ; q) \Leftrightarrow 0 \leq x \leq \frac{[k+1]_{q}}{[n+1]_{q}},
$$

which corrects the claim (16). Hence, if we take $k=0,1,2, \ldots, n-1$, then we obtain that

$$
\begin{gathered}
p_{n, 1}(x ; q) \leq p_{n, 0}(x ; q) \Leftrightarrow 0 \leq x \leq \frac{1}{[n+1]_{q}}, \\
p_{n, 2}(x ; q) \leq p_{n, 1}(x ; q) \Leftrightarrow 0 \leq x \leq \frac{[2]_{q}}{[n+1]_{q}}, \\
\ldots \\
p_{n, k+1}(x ; q) \leq p_{n, k}(x ; q) \Leftrightarrow 0 \leq x \leq \frac{[k+1]_{q}}{[n+1]_{q}}, \\
\ldots \\
p_{n, n-1}(x ; q) \leq p_{n, n-2}(x ; q) \Leftrightarrow 0 \leq x \leq \frac{[n-1]_{q}}{[n+1]_{q}}, \\
p_{n, n}(x ; q) \leq p_{n, n-1}(x ; q) \Leftrightarrow 0 \leq x \leq \frac{[n]_{q}}{[n+1]_{q}}
\end{gathered}
$$

Using the above facts, we may write that

$$
\begin{aligned}
& \qquad \begin{aligned}
0 & \leq x \leq \frac{1}{[n+1]_{q}} \Rightarrow p_{n, k}(x ; q) \leq p_{n, 0}(x ; q) \\
\text { (for all } k & =0,1, \ldots, n), \\
\frac{1}{[n+1]_{q}} \leq & x \leq \frac{[2]}{[n+1]_{q}} \Rightarrow p_{n, k}(x ; q) \leq p_{n, 1}(x ; q) \\
\text { (for all } k & =0,1, \ldots, n), \\
& \ldots \\
\frac{[n-1]_{q}}{[n+1]_{q}} \leq & x \leq \frac{[n]_{q}}{[n+1]_{q}} \Rightarrow p_{n, k}(x ; q) \leq p_{n, n-1}(x ; q) \\
\text { (for all } k & =0,1, \ldots, n), \\
\quad \frac{[n]_{q}}{[n+1]_{q}} & \leq x \leq 1 \Rightarrow p_{n, k}(x ; q) \leq p_{n, n}(x ; q) \\
\text { (for all } k & =0,1, \ldots, n) .
\end{aligned}
\end{aligned}
$$

As a result, we get, for all $x \in\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right](j=0,1,2, \ldots, n)$, that

$$
p_{n, k}(x ; q) \leq p_{n, j}(x ; q) \text { for all } k=0,1, \ldots, n,
$$

which gives

$$
\bigvee_{k=0}^{n} p_{n, k}(x ; q)=p_{n, j}(x ; q)
$$

The proof is completed.
Note that to obtain the equality (17) we need the preference $\prod_{s=1}^{n-k}\left(1-q^{s} x\right)$ rather than $\prod_{s=0}^{n-k-1}\left(1-q^{s} x\right)$ in the definition of our operator.

Now, the next result gives an estimation for $B_{n}^{(M)}\left(\varphi_{x} ; x ; q\right)$ with $\varphi_{x}(t)=|t-x|$.
Corollary 6 Let $q \in(0,1)$. Then, for all $x \in[0,1]$ and $n \in \mathbb{N}$, we have

$$
\begin{equation*}
B_{n}^{(M)}\left(\varphi_{x} ; x ; q\right) \leq \frac{1+\frac{2}{q^{n+1}}}{\sqrt{[n]_{q}}} . \tag{18}
\end{equation*}
$$

Proof By definition, we get

$$
B_{n}^{(M)}\left(\varphi_{x} ; x ; q\right)=\frac{\bigvee_{k=0}^{n} p_{n, k}(x ; q)\left|\frac{[k]_{q}}{[n]_{q}}-x\right|}{\bigvee_{k=0}^{n} p_{n, k}(x ; q)}
$$

Firstly assume that $x \in\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right]$ for a fixed $j \in\{0,1, \ldots, n\}$. Then we have

$$
\begin{equation*}
B_{n}^{(M)}\left(\varphi_{x} ; x ; q\right)=\bigvee_{k=0}^{n} M_{k, n, j}(x ; q), x \in\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right], \tag{19}
\end{equation*}
$$

where $M_{k, n, j}(x ; q)$ is the same as in (10). We first claim that, for $k=0,1,2, \ldots, n$ and $j=0$,

$$
\begin{equation*}
M_{k, n, 0}(x ; q) \leq \frac{1}{[n]_{q}} \text { for } x \in\left[0, \frac{1}{[n+1]_{q}}\right] \tag{20}
\end{equation*}
$$

Indeed, if $j=k=0$, then $x \in\left[0, \frac{1}{[n+1]_{q}}\right]$, and so

$$
M_{0, n, 0}(x ; q)=x \leq \frac{1}{[n+1]_{q}} \leq \frac{1}{[n]_{q}} .
$$

Also, if $j=0$ and $k \in\{1,2, \ldots, n\}$, then we obtain, for $x \in\left[0, \frac{1}{[n+1]_{q}}\right]$, that

$$
\begin{aligned}
M_{k, n, 0}(x ; q) & =\frac{p_{n, k}(x ; q)\left(\frac{[k]_{q}}{[n]_{q}}-x\right)}{p_{n, 0}(x ; q)} \\
& \leq\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} \frac{[k]_{q}}{[n]_{q}} \cdot \frac{x^{k}}{\left(1-q^{n-k+1} x\right) \ldots\left(1-q^{n} x\right)} \\
& \leq\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} \frac{[k]_{q}}{[n]_{q}} \cdot \frac{1}{\left(1-\frac{q^{n-k+1}}{[n+1]_{q}}\right) \ldots\left(1-\frac{q^{n}}{[n+1]_{q}}\right)} \\
& =\left[\begin{array}{l}
n \\
k
\end{array}\right] \frac{[k]_{q}}{[n]_{q}} \cdot \frac{1}{\left([n+1]_{q}-q^{n-k+1}\right) \ldots\left([n+1]_{q}-q^{n}\right)} \\
& =\frac{[n]_{q}!}{[k]_{q}![n-k]_{q}!} \frac{[k]_{q}}{[n]_{q}} \cdot \frac{1}{\left([n+1]_{q}-q^{n-k+1}\right) \ldots\left([n+1]_{q}-q^{n}\right)} \\
& =\frac{[n-k+1]_{q}}{[n+1]_{q}-q^{n-k+1}} \cdots \frac{[n]_{q}}{[n+1]_{q}-q^{n}} \cdot \frac{1}{[k-1]_{q}!} \frac{1}{[n]_{q}} .
\end{aligned}
$$

Here, for each $m=1,2, \ldots, k$, we observe that

$$
\frac{[n-k+m]_{q}}{[n+1]_{q}-q^{n-k+m}} \leq 1 .
$$

Hence the above inequality gives that

$$
M_{k, n, 0}(x ; q) \leq \frac{1}{[k-1]_{q}!} \frac{1}{[n]_{q}} \leq \frac{1}{[n]_{q}},
$$

which corrects (20). Now we claim that the inequality

$$
\begin{equation*}
M_{k, n, j}(x ; q) \leq \frac{1+\frac{2}{q^{n+1}}}{\sqrt{[n+1]_{q}}} \tag{21}
\end{equation*}
$$

holds for $x \in\left[\frac{[j]_{q}}{[n+1]_{q}}, \frac{[j+1]_{q}}{[n+1]_{q}}\right] \quad(j=1, \ldots, n ; k=0,1,2, \ldots, n)$. To see this we consider the following five possible cases:
(a) $k \in\{j-1, j, j+1\}$,
(b) $k \geq j+2$ and $[k+1]_{q}-\sqrt{q^{k}[k+1]_{q}}<[j+1]_{q}$,
(c) $k \geq j+2$ and $[k+1]_{q}-\sqrt{q^{k}[k+1]_{q}} \geq[j+1]$,
(d) $k \leq j-2$ and $[k]_{q}+\sqrt{q^{k-1}[k]_{q}} \geq[j]_{q}$,
(e) $k \leq j-2$ and $[k]_{q}+\sqrt{q^{k-1}[k]_{q}}<[j]_{q}$.

Case (a): If $k=j-1$, then it follows from Lemma 3 that

$$
\begin{aligned}
M_{j-1, n, j}(x ; q) & =m_{j-1, n, j}(x ; q)\left(x-\frac{[j-1]_{q}}{[n]_{q}}\right) \\
& \leq \frac{[j+1]_{q}}{[n+1]_{q}}-\frac{[j-1]_{q}}{[n]_{q}} \leq \frac{[j+1]_{q}}{[n+1]_{q}}-\frac{[j-1]_{q}}{[n+1]_{q}} \\
& =\frac{q^{j-1}(1+q)}{[n+1]_{q}} \leq \frac{2}{[n+1]_{q}} .
\end{aligned}
$$

If $k=j$, then, by Lemma 3, we obtain that

$$
M_{j, n, j}(x ; q)=\left|\frac{[j]_{q}}{[n]_{q}}-x\right| \leq \frac{1}{[n+1]_{q}}
$$

If $k=j+1$, then using again Lemma 3, we have

$$
\begin{aligned}
M_{j+1, n, j}(x ; q) & =m_{j+1, n, j}(x ; q)\left(\frac{[j+1]_{q}}{[n]_{q}}-x\right) \\
& \leq \frac{[j+1]_{q}}{[n]_{q}}-\frac{[j]_{q}}{[n+1]_{q}} \leq \frac{[n+1]_{q}[j+1]_{q}-[n]_{q}[j]_{q}}{[n]_{q}[n+1]_{q}} \\
& =\frac{\left([n]_{q}+q^{n}\right)\left([j]_{q}+q^{j}\right)-[n]_{q}[j]_{q}}{[n]_{q}[n+1]_{q}} \\
& =\frac{q^{n}[j]_{q}+q^{j}[n]_{q}+q^{n+j}}{[n]_{q}[n+1]_{q}} \\
& \leq \frac{q^{n}[n]_{q}+q^{j}[n]_{q}+q^{n+j}[n]_{q}}{[n]_{q}[n+1]_{q}}=\frac{q^{n}+q^{j}+q^{n+j}}{[n+1]_{q}} \\
& \leq \frac{3}{[n+1]_{q}} .
\end{aligned}
$$

Case (b): Let $k \geq j+2$ and $[k+1]_{q}-\sqrt{q^{k}[k+1]_{q}}<[j+1]_{q}$. Then, we obtain from Lemma 3 that

$$
\bar{M}_{k, n, j}(x ; q)=m_{k, n, j}(x ; q)\left(\frac{[k]_{q}}{[n+1]_{q}}-x\right) \leq \frac{[k]_{q}}{[n+1]_{q}}-\frac{[j]_{q}}{[n+1]_{q}} .
$$

By hypothesis, since

$$
q[j]_{q}>q[k]_{q}-\sqrt{q^{k}[k+1]_{q}}
$$

we get

$$
\begin{aligned}
\bar{M}_{k, n, j}(x ; q) & \leq \frac{[k]_{q}}{[n+1]_{q}}-\frac{[k]_{q}-\frac{1}{q} \sqrt{q^{k}[k+1]_{q}}}{[n+1]_{q}} \\
& =\frac{\sqrt{q^{k-2}[k+1]_{q}}}{[n+1]_{q}} \leq \frac{\sqrt{q^{k-2}[n+1]_{q}}}{[n+1]_{q}} .
\end{aligned}
$$

Since $k-2 \geq 0$, we conclude that

$$
\bar{M}_{k, n, j}(x ; q) \leq \frac{1}{\sqrt{[n+1]_{q}}}
$$

Also using Lemma 2 (i), we obtain that

$$
M_{k, n, j}(x ; q) \leq \frac{1+\frac{2}{q^{n+1}}}{\sqrt{[n+1]_{q}}} .
$$

Case (c): Let $k \geq j+2$ and $[k+1]_{q}-\sqrt{q^{k}[k+1]_{q}} \geq[j+1]_{q}$. In this case, we first show that the function $h(k)=[k+1]_{q}-\sqrt{q^{k}[k+1]_{q}}$ is increasing with respect to $k$. Indeed, we may write that

$$
\begin{aligned}
h(k+1)-h(k) & =[k+2]_{q}-[k+1]_{q}+\sqrt{q^{k}[k+1]_{q}}-\sqrt{q^{k+1}[k+2]_{q}} \\
& \geq[k+2]_{q}-[k+1]_{q}+\sqrt{q^{k}[k+1]_{q}}-\sqrt{q^{k}[k+2]_{q}} \\
& =q^{k+1}-q^{k / 2}\left(\sqrt{[k+2]_{q}}-\sqrt{[k+1]_{q}}\right) \\
& =q^{k+1}-\frac{q^{k / 2} q^{k+1}}{\sqrt{[k+2]_{q}}+\sqrt{[k+1]_{q}}} \\
& =q^{k+1}\left(1-\frac{q^{k / 2}}{\sqrt{[k+2]_{q}}+\sqrt{[k+1]_{q}}}\right) \\
& \geq q^{k+1}\left(1-\frac{1}{\sqrt{[k+2]_{q}}+\sqrt{[k+1]_{q}}}\right) \\
& >0 .
\end{aligned}
$$

Hence, there exists $\bar{k} \in\{0,1,2, \ldots, n\}$, of maximum value, such that

$$
[\bar{k}+1]_{q}-\sqrt{q^{\bar{k}}[\bar{k}+1]_{q}}<[j+1]_{q} .
$$

Let $\tilde{k}=\bar{k}+1$. Then, for all $k \geq \tilde{k}$, we get

$$
[k+1]_{q}-\sqrt{q^{k}[k+1]_{q}} \geq[j+1]_{q} .
$$

It is easy to check that $\tilde{k} \geq j+2$. Indeed, observe that $h(j+1)<[j+1]_{q}$, but $h(\tilde{k}) \geq[j+1]_{q}$. Since $h$ is increasing, $\tilde{k}>j+1$ and so $\tilde{k} \geq j+2$. Also, we get

$$
\begin{aligned}
\bar{M}_{\tilde{k}, n, j}(x ; q) & =m_{\tilde{k}, n, j}(x ; q)\left(\frac{[\tilde{k}]_{q}}{[n+1]_{q}}-x\right) \leq \frac{[\bar{k}+1]_{q}}{[n+1]_{q}}-x \\
& \leq \frac{[\bar{k}+1]_{q}}{[n+1]_{q}}-\frac{[j]_{q}}{[n+1]_{q}} .
\end{aligned}
$$

Since

$$
[j]_{q}>[\bar{k}+1]_{q}-q^{j}-\sqrt{q^{\bar{k}}[\bar{k}+1]_{q}}
$$

we see that

$$
\begin{aligned}
\bar{M}_{\tilde{k}, n, j}(x ; q) & \leq \frac{[\bar{k}+1]_{q}}{[n+1]_{q}}-\frac{[\bar{k}+1]_{q}-q^{j}-\sqrt{q^{\bar{k}}[\bar{k}+1]_{q}}}{[n+1]_{q}} \\
& =\frac{q^{j}+\sqrt{q^{\bar{k}}[\bar{k}+1]_{q}}}{[n+1]_{q}} \\
& \leq \frac{1+\sqrt{[n+1]_{q}}}{[n+1]_{q}} \\
& \leq \frac{2}{\sqrt{[n+1]_{q}}}
\end{aligned}
$$

By Lemma 4 (i), we can write that

$$
\bar{M}_{\tilde{k}, n, j}(x ; q) \geq \bar{M}_{\tilde{k}+1, n, j}(x ; q) \geq \ldots \geq \bar{M}_{n, n, j}(x ; q) .
$$

Hence, we see that, for all $k \in\{\tilde{k}, \tilde{k}+1, \tilde{k}+2, \ldots, n\}$

$$
\bar{M}_{k, n, j}(x ; q) \leq \frac{2}{\sqrt{[n+1]_{q}}}
$$

Thus, for the same $k$ 's, it follows from Lemma 2 (i) that

$$
M_{k, n, j}(x ; q) \leq \frac{2\left(1+\frac{2}{q^{n+1}}\right)}{\sqrt{[n+1]_{q}}}
$$

Case (d): Let $k \leq j-2$ and $[k]_{q}+\sqrt{q^{k-1}[k]_{q}} \geq[j]_{q}$. Then, we get

$$
\begin{aligned}
\underline{M}_{k, n, j}(x ; q) & =m_{k, n, j}(x ; q)\left(x-\frac{[k]_{q}}{[n+1]_{q}}\right) \leq \frac{[j+1]_{q}}{[n+1]_{q}}-\frac{[k]_{q}}{[n+1]_{q}} \\
& =\frac{[j]+q^{j}}{[n+1]_{q}}-\frac{[k]_{q}}{[n+1]_{q}} .
\end{aligned}
$$

By hypothesis, we have

$$
\begin{aligned}
\underline{M}_{k, n, j}(x ; q) & \leq \frac{[k]_{q}+q^{j}+\sqrt{q^{k-1}[k]_{q}}}{[n+1]_{q}}-\frac{[k]_{q}}{[n+1]_{q}} \\
& =\frac{q^{j}+\sqrt{q^{k-1}[k]_{q}}}{[n+1]_{q}} \leq \frac{1+\sqrt{[n+1]_{q}}}{[n+1]_{q}} \\
& \leq \frac{2}{\sqrt{[n+1]_{q}}} .
\end{aligned}
$$

Also using Lemma 2 (ii), we conclude that

$$
M_{k, n, j}(x ; q) \leq \frac{2}{\sqrt{[n+1]_{q}}}
$$

Case $(e): k \leq j-2$ and $[k]_{q}+\sqrt{q^{k-1}[k]_{q}}<[j]_{q}$. Now define the function $u$ as follows:

$$
u(t)=\frac{1-q^{t}}{1-q}+\sqrt{q^{t-1}\left(\frac{1-q^{t}}{1-q}\right)}, \quad t \geq 0 .
$$

Let

$$
A_{q}:=\frac{\ln ((1-\sqrt{q}) / 2)}{\ln q} .
$$

Then we observe the following facts:
(i) $u(k)=[k]_{q}+\sqrt{q^{k-1}[k]_{q}}$ for each $k \in\{0,1,2, \ldots, n\}$,
(ii) $u$ is increasing on $\left[0, A_{q}\right.$ ),
(iii) $u$ is decreasing on $\left(A_{q},+\infty\right)$,
(iv) $u^{\prime}\left(A_{q}\right)=0$,
(v) $u=\frac{1}{1-q}$ is a horizontal asymptote of the graph of $u=u(t)$,
(vi) $u\left(A_{q}\right)>\frac{1}{1-q}$.

Let $\bar{k} \in\{0,1,2, \ldots, n\}$ be the minimum value such that $[\bar{k}]_{q}+\sqrt{q^{\bar{k}-1}[\bar{k}]_{q}} \geq[j]_{q}$. It follows from the above facts that $\bar{k} \in\left(0, A_{q}\right)$. Let $\tilde{k}=\bar{k}-1$. Then, Since $u$ is increasing on $\left[0, A_{q}\right)$, we may write that $[\bar{k}-1]_{q}+\sqrt{q^{k-2}[k-1]_{q}}<[j]_{q}$. It is easy to check that $\tilde{k} \leq j-2$. Indeed, observe that $u(j-1)>[j]_{q}$, but $u(\tilde{k})<[j]_{q}$. Since $u$ is increasing, $\tilde{k}<j-1$ and so $\tilde{k} \leq j-2$. Also, we get

$$
\begin{aligned}
\underline{M}_{\bar{k}-1, n, j}(x ; q) & =m_{\bar{k}-1, n, j}(x ; q)\left(x-\frac{[\bar{k}-1]_{q}}{[n+1]_{q}}\right) \leq x-\frac{[\bar{k}-1]_{q}}{[n+1]_{q}} \\
& \leq \frac{[j+1]_{q}}{[n+1]_{q}}-\frac{[\bar{k}-1]_{q}}{[n+1]_{q}}=\frac{[j]_{q}+q^{j}}{[n+1]_{q}}-\frac{[\bar{k}-1]_{q}}{[n+1]_{q}}
\end{aligned}
$$

Since

$$
[j]_{q} \leq[\bar{k}]_{q}+\sqrt{q^{\bar{k}-1}[\bar{k}]_{q}}
$$

we see that

$$
\begin{aligned}
\underline{M}_{\tilde{k}-1, n, j}(x ; q) & \leq \frac{[\bar{k}]_{q}+q^{j}+\sqrt{q^{\bar{k}-1}[\bar{k}]_{q}}}{[n+1]}-\frac{[\bar{k}-1]_{q}}{[n+1]_{q}} \\
& =\frac{q^{j}+q^{\bar{k}-1}+\sqrt{q^{\bar{k}-1}[\bar{k}]_{q}}}{[n+1]_{q}} \leq \frac{2+\sqrt{[n+1]_{q}}}{[n+1]_{q}} \\
& \leq \frac{3}{\sqrt{[n+1]_{q}}}
\end{aligned}
$$

By Lemma 4 (i), we can write that

$$
\underline{M}_{\tilde{k}-1, n, j}(x ; q) \geq \underline{M}_{\tilde{k}-2, n, j}(x ; q) \geq \ldots \geq \underline{M}_{0, n, j}(x ; q) .
$$

Hence, we see that, for all $k \in\{0,1, \ldots, \tilde{k}-1, \tilde{k}\}$

$$
\underline{M}_{k, n, j}(x ; q) \leq \frac{3}{\sqrt{[n+1]_{q}}}
$$

which implies, for the same $k$ 's, that

$$
M_{k, n, j}(x ; q) \leq \frac{3}{\sqrt{[n+1]_{q}}}
$$

due to Lemma 2 (ii). As a result, if we combine all results obtained above with (19) we conclude, for all $k, j \in\{0,1,2, \ldots, n\}, n \in \mathbb{N}$ and $x \in[0,1]$, that

$$
B_{n}^{(M)}\left(\varphi_{x} ; x ; q\right) \leq \frac{2\left(1+\frac{2}{q^{n+1}}\right)}{\sqrt{[n+1]_{q}}} .
$$

So the proof is completed.
Now we are ready to give an error estimation for the $q$-Bernstein operators of max-product kind.

Theorem 7 If $f \in C_{+}[0,1], x \in[0,1]$ and $n \in \mathbb{N}$, then we get

$$
\left|B_{n}^{(M)}(f ; x ; q)-f(x)\right| \leq 4\left(1+\frac{2}{q^{n+1}}\right) \omega\left(f ; \frac{1}{\sqrt{[n]_{q}}}\right) .
$$

Proof It is clear from Corollaries 1 and 6.
We should note that if we take $q \rightarrow 1^{-}$, then Theorem 7 reduces to Theorem 4.1 introduced by [4]. Furthermore, for the classical $q$-Bernstein polynomials given by (2), we know from [17] that

$$
B_{n}\left(e_{0} ; x ; q\right)=1, B_{n}\left(e_{1} ; x ; q\right)=x, B_{n}\left(e_{2} ; x ; q\right)=x^{2}+\frac{x(1-x)}{[n]_{q}}
$$

where $e_{0}(y):=1, e_{1}(y)=y$ and $e_{2}(y)=y^{2}$ on $[0,1]$. Hence, by positivity and linearity of $B_{n}(f ; x ; q)(f \in C[0,1])$, we may write that (see, for instance, Theorem 2.3 in [9])

$$
\left|B_{n}(f ; x ; q)-f(x)\right| \leq 2 \omega\left(f ; \sqrt{\frac{x(1-x)}{[n]_{q}}}\right) \leq \omega\left(f ; \frac{1}{\sqrt{[n]_{q}}}\right)
$$

## 4 Approximation Results

In this section, we obtain an approximation theorem for the operators $B_{n}^{(M)}(f ; x ; q)$ defined by (4). But, to get such an approximation we have to replace a fixed $q \in(0,1)$ considered in the previous sections with an appropriate sequence $\left(q_{n}\right)$ whose terms are in the interval $(0,1)$. Because, otherwise, $[n]_{q}$ goes to $\frac{1}{1-q}$ as $n \rightarrow \infty$ for a fixed $q$. Actually, this idea was first used by Phillips [17] for the $q$-Bernstein polynomials given by (2).

Assume now that $\left(q_{n}\right)$ is a real sequence satisfying the following conditions:

$$
\begin{gather*}
0<q_{n}<1 \text { for every } n \in \mathbb{N},  \tag{22}\\
s t_{A}-\lim _{n} q_{n}=1, \tag{23}
\end{gather*}
$$

and

$$
\begin{equation*}
s t_{A}-\lim q_{n}^{n}=1 \tag{24}
\end{equation*}
$$

Note that the notations in (23) and (24) denote the $A$-statistical limit of $\left(q_{n}\right)$, where $A=\left[a_{j n}\right](j, n \in \mathbb{N})$ is an infinite nonnegative regular summability matrix, i.e., $a_{j n} \geq 0$ for every $j, n \in \mathbb{N}$ and $\lim _{j} \sum_{n=1}^{\infty} a_{j n} x_{n}=L$ whenever $\lim _{n} x_{n}=L$ provided that the series $\sum_{n=1}^{\infty} a_{j n} x_{n}$ is convergent for each $j \in \mathbb{N}$ (see, e.g. [14]). Recall that, for a given sequence $\left(x_{n}\right)$, we say that $\left(x_{n}\right)$ is $A$-statistically convergent to a number $L$ if, for every $\varepsilon>0, \lim _{j} \sum_{n:\left|x_{n}-L\right| \geq \varepsilon} a_{j n}=0$ (see [12]). We should remark that this method of convergence generalizes both the classical convergence and the concept of statistical convergence which was first introduced by Fast [11]. Its usage in the classical approximation theory may be found in [2, 10, 13]. It is easy to find a sequence $\left(q_{n}\right)$ satisfying (22)-(24); for example, define $q_{n}=\frac{1}{2}$ if $n=m^{2}, m \in \mathbb{N}$, and $q_{n}=e^{1 / n}(1-1 / n)$ otherwise; and also consider the Cesá ro matrix $C_{1}=\left[c_{j n}\right]$ defined to be $c_{j n}=1 / j$ if $1 \leq n \leq j$, and $c_{j n}=0$ otherwise.

We get the following statistical approximation theorem.
Theorem 8 Let $A=\left[a_{j n}\right]$ be a nonnegative regular summability matrix, and let $\left(q_{n}\right)$ be a sequence satisfying (22)-(24). Then, for every $f \in C_{+}[0,1]$, we have

$$
s t_{A}-\lim _{n}\left\{\sup _{x \in[0,1]}\left|B_{n}^{M}\left(f ; x ; q_{n}\right)-f(x)\right|\right\}=0 .
$$

Proof Let $f \in C_{+}[0,1]$. Replacing $q$ with $\left(q_{n}\right)$, and taking supremum over $x \in$ $[0,1]$, and also using the monotonicity of the modulus of continuity, we obtain from Theorem 7 that

$$
\begin{equation*}
E_{n}:=\sup _{x \in[0,1]}\left|B_{n}\left(f ; x ; q_{n}\right)-f(x)\right| \leq 4\left(1+\frac{2}{q_{n}^{n+1}}\right) \omega\left(f ; \frac{1}{\sqrt{[n]_{q_{n}}}}\right) \tag{25}
\end{equation*}
$$

holds for every $n \in \mathbb{N}$. Then, it is enough to prove

$$
s t_{A}-\lim _{n} E_{n}=0
$$

The hypotheses (22)-(24) imply that

$$
s t_{A}-\lim _{n} \frac{1}{\sqrt{[n]_{q_{n}}}}=0 \text { and } s t_{A}-\lim _{n} \frac{1}{q_{n}^{n+1}}=1
$$

Also, by the right continuity of $\omega(f ; \cdot)$ at zero, we may write that

$$
\begin{equation*}
s t_{A}-\lim _{n} \omega\left(f ; \frac{1}{\sqrt{[n]_{q_{n}}}}\right)=0 . \tag{26}
\end{equation*}
$$

Hence, the proof follows from (22)-(26) immediately.
We should note that the $A$-statistical approximation result in Theorem 8 includes the classical approximation by choosing $A=I$, the identity matrix. Hence, the next result is an immediate consequence of Theorem 8.

Corollary 9 Assume that $\left(q_{n}\right)$ is a sequence for which (22), $\lim _{n} q_{n}=1$ and $\lim _{n} q_{n}^{n}=1$ hold. Then, for every $f \in C_{+}[0,1]$, we have

$$
\lim _{n}\left\{\sup _{x \in[0,1]}\left|B_{n}\left(f ; x ; q_{n}\right)-f(x)\right|\right\}=0 .
$$

However, defining $q_{n}=\frac{1}{2}$ if $n=m^{2}, m \in \mathbb{N}$, and $q_{n}=e^{1 / n}\left(1-\frac{1}{n}\right)$ otherwise; and also considering the Cesáro matrix $C_{1}=\left[c_{j n}\right]$ as stated before, we see that Theorem 8 works for the max-product operators constructed with this sequence $\left(q_{n}\right)$ while Corollary 9 fails.
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# A Two Dimensional Inverse Scattering Problem for Shape and Conductive Function for a Dielectic Cylinder 

Ahmet Altundag


#### Abstract

The inverse problem under consideration is to simultaneously reconstruct the conductive function and shape of a coated homogeneous dielectric infinite cylinder from the far-field pattern for scattering of a time-harmonic E-polarized electromagnetic plane wave. We propose an inverse algorithm that combine the approaches suggested by Ivanyshyn et al. [1-3], and extend the approaches from the case of impenetrable scatterer to the case of penetrable scatterer. It is based on a system of non-linear boundary integral equation associated with a single-layer potential approach to solve the forward scattering problem. We present the mathematical foundations of the method and exhibit its feasibility by numerical examples.


## 1 Introduction

The problem is to determine simultaneously both the shape of the obstacle and the impedance function defined on the coated boundary from scattering of time-harmonic E-polarized electromagnetic plane waves. In the current paper we deal with dielectric scatterers covered by a thin boundary layer described by a impedance boundary condition and confine ourselves to the case of infinitely long coated homogeneous dielectric cylinders. This restriction provides us to reduce the problem into two dimension.

Let the simply connected bounded domain $D \subset \mathbb{R}^{2}$ with $C^{2}$ boundary $\Gamma$ represent the cross section of an infinitely long coated homogeneous dielectric cylinder having constant wave number $k_{d}$ with $\operatorname{Im}\left\{k_{d}\right\}, \operatorname{Re}\left\{k_{d}\right\} \geqslant 0$ and denote the exterior wave number of background by $k_{0} \in \mathbb{R}$. Denote by $v$ the outward unit normal vector to $\Gamma$. Then, given an incident plane wave $v^{i}=e^{i k_{0} x . d}$ with incident direction given by the unit vector d , the direct scattering problem for E-polarized electromagnetic

[^3]waves by a coated homogeneous dielectric is modelled by the following conductivetransmission boundary value problem for the Helmholtz equation: Find solutions $v \in H_{\text {loc }}^{1}\left(\mathbb{R}^{2} \backslash \bar{D}\right)$ and $v \in H^{1}(D)$ to the Helmholtz equations
\[

$$
\begin{equation*}
\Delta v+k_{0}^{2} v=0 \quad \text { in } R^{2} \backslash \bar{D}, \quad \Delta w+k_{d}^{2} w=0 \quad \text { in } D \tag{1}
\end{equation*}
$$

\]

with the conductive-transmission boundary conditions

$$
\begin{equation*}
v=w, \quad \frac{\partial v}{\partial v}=\frac{\partial w}{\partial v}+i \eta w \quad \text { on } \quad \Gamma \tag{2}
\end{equation*}
$$

for some continuous function defined in one continuously differentiable real valued function space $\eta \in C^{1}(\Gamma)$ with $\eta \leq 0$ and where the total field is given by $v=v^{i}+v^{s}$ with the scattered wave $v^{s}$ fulfilling the Sommerfeld radiation condition

$$
\begin{equation*}
\lim _{r \rightarrow \infty} r^{1 / 2}\left(\frac{\partial v^{s}}{\partial r}-i k_{0} v^{s}\right)=0, \quad r=|x| \tag{3}
\end{equation*}
$$

uniformly with respect to all directions. The latter is equivalent to an asymptotic behavior of the form

$$
\begin{equation*}
v^{s}(x)=\frac{e^{i k_{0}|x|}}{\sqrt{|x|}}\left\{v_{\infty}\left(\frac{x}{|x|}\right)+O\left(\frac{1}{|x|}\right)\right\}, \quad|x| \rightarrow \infty, \tag{4}
\end{equation*}
$$

uniformly in all directions, with the far field pattern $v_{\infty}$ defined on the unit circle $\Omega$ in $\mathbb{R}^{2}$ (see [4]). In the above, $v$ and $w$ represent the electric field that is parallel to the cylinder axis, (1) corresponds to the time-harmonic Maxwell equations and the impedance-transmission conditions (2) model the continuity of the tangential components of the electric and magnetic field across the interface $\Gamma$.

The inverse obstacle problem we are interested in is, given the far field pattern $v_{\infty}$ for one incident plane wave with incident direction $d \in \Omega$ to determine simultaneously both the boundary $\Gamma$ of the scattering dielectric $D$ and the impedance function $\eta$. More generally, we also consider the simultaneous reconstruction of $\Gamma$ and $\eta$ from the far field patterns for a small finite number of incident plane waves with different incident directions. This inverse problem is non-linear and ill-posed, since the solution of the scattering problem (1)-(3) is non-linear with respect to the boundary and impedance function, and since the mapping from the boundary and impedance function into the far field pattern is extremely smoothing.

For a stable solution of the inverse problem we propose an algorithm that combines the approaches suggested and investigated by Kress and Rundell [2, 3] and by Ivanyshyn and Kress [1], and extend the approaches to the case of an infinitely long coated homogeneous dielectric cylinder with arbitrarily shaped cross section embedded in a homogeneous background. Representing the solution $w$ and $v^{s}$ to the forward scattering problem in terms of single-layer potentials in $D$ and in $\mathbb{R}^{2} \backslash \bar{D}$ with densities $\xi_{d}$ and $\xi_{0}$, respectively, the impedance-transmission boundary condition (2)
provides a system of two boundary integral equations on $\Gamma$ for the corresponding densities, that in the sequel we will denote as field equations. For the inverse problem, the required coincidence of the far field of the single-layer potential representing $v^{s}$ and the given far field $v_{\infty}$ provides a further equation that we denote as data equation. The system of the field and data equations can be viewed as three equations for four unknowns, i.e., the two densities, boundary of the scatterer $\Gamma$, and the conductive function $\eta$. They are linear with respect to the densities and non-linear with respect to the impedance function and the boundary.

In the spirit of [1-3], given approximations $\Gamma_{\text {approx }}, \eta_{\text {approx }}, \xi_{d_{\text {approx }}}$, and $\xi_{0_{\text {approx }}}$ for the boundary $\Gamma$, the impedance function $\eta$, the densities $\xi_{d}$ and $\xi_{0}$ we linearise simultaneously both the field and the data equation with respect to all unknowns, i.e., the boundary curve, the impedance function, and the two densities. The linear equations are then solved to update the boundary curve, the impedance function, and the two densities. Because of the ill-posedness the solution of the update equations require stabilization, for example, by Tikhonov regularization. This procedure is then iterated until some suitable stopping criterion is satisfied.

At this point we note that uniqueness results for this inverse impedancetransmission problem are only available for the case of infinitely many incident waves (see [5]). A general uniqueness result based on the far field pattern for one or finitely many incident waves is still lacking.

To some extend, the inverse problem consists in solving a certain Cauchy problem, i.e., extending a solution to the Helmholtz equation from knowing their Cauchy data on some boundary curve. With this respect we also mention the related work of Ben Hassen et al. [6], Cakoni and Colton [7], Cakoni et al. [8], Eckel and Kress [9], Fang and Zeng [10], Ivanyshyn and Kress [11], Jakubik and Potthast [12]. For the simultaneous reconstruction of the shape and the impedance function for an impenetrable scatterers in a homogeneous background we refer to Kress and Rundell [2], Liu et al. [13, 14]. For the shape or the impedance reconstruction for penetrable scatterers, i.e., for dielectric obstacles we refer to Altundag and Kress [15, 16], Altundag [17-20], Akduman et al. [21], and Yaman [22].

The plan of the paper is as follows: In Sect.2, as ingredient of our inverse algorithm we demonstrate the solution of the forward scattering problem via a singlelayer approach followed by a corresponding numerical solution method in Sect. 3. In Sect.4, we describe our inverse algorithm via simultaneous linearisation of the field and data equation in detail. In Sect. 5 , we illustrate the feasibility of the method by some numerical examples.

## 2 The Direct Problem

The forward scattering problem (1)-(3) has at most one solution (see Gerlach and Kress [5]). Existence can be proven via boundary integral equations by a combined single- and double-layer approach (see Gerlach and Kress [5]).

Here, as one of the ingredients of our inverse algorithm, we follow [15] and suggest a single-layer approach. For this we denote by

$$
\Phi_{k}(x, y):=\frac{i}{4} H_{0}^{(1)}(k|x-y|), \quad x \neq y
$$

the fundamental solution to the Helmholtz equation with wave number $k$ in $\mathbb{R}^{2}$ in terms of the Hankel function $H_{0}^{(1)}$ of order zero and of the first kind. Adopting the notation of [4], in a Sobolev space setting, for $k=k_{d}$ and $k=k_{0}$, we introduce the single-layer potential operators

$$
S_{k}: H^{-1 / 2}(\Gamma) \rightarrow H^{1 / 2}(\Gamma)
$$

by

$$
\begin{equation*}
\left(S_{k} \xi\right)(x):=2 \int_{\Gamma} \Phi_{k}(x, y) \xi(y) d s(y), \quad x \in \Gamma, \tag{5}
\end{equation*}
$$

and the normal derivative operators

$$
K_{k}^{\prime}: H^{-1 / 2}(\Gamma) \rightarrow H^{-1 / 2}(\Gamma)
$$

by

$$
\begin{equation*}
\left(K_{k}^{\prime} \xi\right)(x):=2 \int_{\Gamma} \frac{\partial \Phi_{k}(x, y)}{\partial \nu(x)} \xi(y) d s(y), \quad x \in \Gamma \tag{6}
\end{equation*}
$$

For the Sobolev spaces and the mapping properties of these operators we refer to [23, 24].

Then, from the jump relations it can be seen that the single-layer potentials

$$
\begin{align*}
& w(x)=\int_{\Gamma} \Phi_{k_{d}}(x, y) \xi_{d}(y) d s(y), \\
& v^{s}(x)=\int_{\Gamma} \Phi_{k_{0}}(x, y) \xi_{0}(y) d s(y),  \tag{7}\\
& x \in \mathbb{R}^{2} \backslash \bar{D}
\end{align*}
$$

solve the scattering problem (1)-(3) provided the densities $\xi_{d}$ and $\xi_{0}$ fulfil the system of integral equations

$$
\begin{align*}
S_{k_{d}} \xi_{d}-S_{k_{0}} \xi_{0} & =\left.2 v^{i}\right|_{\Gamma}, \\
\xi_{d}+\xi_{0}+i \eta S_{k_{d}} \xi_{d}+K_{k_{d}}^{\prime} \xi_{d}-K_{k_{0}}^{\prime} \xi_{0} & =\left.2 \frac{\partial v^{i}}{\partial v}\right|_{\Gamma} . \tag{8}
\end{align*}
$$

Provided $k_{0}$ is not a Dirichlet eigenvalue of the negative Laplacian for $D$, (7) has at most one solution. For the existence analysis and uniqueness of a solution, we refer to [19].

## 3 Numerical Solution

For the numerical solution of (8) and the presentation of our inverse algorithm we assume that the boundary curve $\Gamma$ is given by a regular $2 \pi$-periodic parameterization

$$
\begin{equation*}
\Gamma=\{\zeta(s): 0 \leq s \leq 2 \pi\} . \tag{9}
\end{equation*}
$$

Then, via $\chi=\xi \circ \zeta$. emphasizing the dependence of the operators on the boundary curve, we introduce the parameterized single-layer operator

$$
\tilde{S}_{k}: H^{-1 / 2}[0,2 \pi] \times C^{2}[0,2 \pi] \rightarrow H^{1 / 2}[0,2 \pi]
$$

by

$$
\widetilde{S}_{k}(\chi, \zeta)(s):=\frac{i}{2} \int_{0}^{2 \pi} H_{0}^{(1)}(k|\zeta(s)-\zeta(\tau)|)\left|\zeta^{\prime}(\tau)\right| \chi(\tau) d \tau
$$

and the parameterized normal derivative operators

$$
\widetilde{K}_{k}^{\prime}: H^{-1 / 2}[0,2 \pi] \times C^{2}[0,2 \pi] \rightarrow H^{-1 / 2}[0,2 \pi]
$$

by

$$
\begin{aligned}
\tilde{K}_{k}^{\prime}(\chi, \zeta)(s):= & \frac{i k}{2} \int_{0}^{2 \pi} \frac{\left[\zeta^{\prime}(s)\right]^{\perp} \cdot[\zeta(\tau)-\zeta(s)]}{\left|\zeta^{\prime}(s)\right||\zeta(s)-\zeta(\tau)|} \\
& \times H_{1}^{(1)}(k|\zeta(s)-\zeta(\tau)|)\left|\zeta^{\prime}(\tau)\right| \chi(\tau) d \tau
\end{aligned}
$$

for $s \in[0,2 \pi]$. Here we made use of $H_{0}^{(1) \prime}=-H_{1}^{(1)}$ with the Hankel function $H_{1}^{(1)}$ of order zero and of the first kind. Furthermore, we write $\zeta^{\perp}=\left(\zeta_{2},-\zeta_{1}\right)$ for a vector $\zeta=\left(\zeta_{1}, \zeta_{2}\right)$, that is, $\zeta^{\perp}$ is obtained by rotating $\zeta$ clockwise by $90^{\circ}$. Then the parameterized form of (8) is given by

$$
\begin{align*}
& \widetilde{S}_{k_{d}}\left(\chi_{d}, \zeta\right)-\widetilde{S}_{k_{0}}\left(\chi_{0}, \zeta\right)=2 v^{i} \circ \zeta, \\
& \chi_{d}+\chi_{0}+(\eta \circ \zeta) \widetilde{S}_{k_{d}}\left(\chi_{d}, \zeta\right)  \tag{10}\\
& +\widetilde{K}_{k_{d}}^{\prime}\left(\chi_{d}, \zeta\right)-\widetilde{K}_{k_{0}}^{\prime}\left(\chi_{0}, \zeta\right)=\frac{2}{\left|\zeta^{\prime}\right|}\left[\zeta^{\prime}\right]^{\perp} \cdot \operatorname{grad} v^{i} \circ \zeta .
\end{align*}
$$

The kernels

$$
A(s, \tau):=\frac{i}{2} H_{0}^{(1)}(k|\zeta(t)-\zeta(\tau)|)\left|\zeta^{\prime}(\tau)\right|
$$

and

$$
B(s, \tau):=\frac{i k}{2} \frac{\left[\zeta^{\prime}(s)\right]^{\perp} \cdot[\zeta(\tau)-\zeta(s)]}{\left|\zeta^{\prime}(s)\right||\zeta(s)-\zeta(\tau)|} H_{1}^{(1)}(k|\zeta(s)-\zeta(\tau)|)\left|\zeta^{\prime}(\tau)\right|
$$

of the operators $\widetilde{S}_{k}$ and $\widetilde{K}_{k}^{\prime}$ can be written in the form

$$
\begin{align*}
& A(s, \tau)=A_{1}(s, \tau) \ln \left(4 \sin ^{2} \frac{s-\tau}{2}\right)+A_{2}(s, \tau)  \tag{11}\\
& B(s, \tau)=B_{1}(s, \tau) \ln \left(4 \sin ^{2} \frac{s-\tau}{2}\right)+B_{2}(s, \tau)
\end{align*}
$$

where

$$
\begin{aligned}
& A_{1}(s, \tau):=-\frac{1}{2 \pi} J_{0}(k|\zeta(s)-\zeta(\tau)|)\left|\zeta^{\prime}(\tau)\right| \\
& A_{2}(s, \tau):=A(s, \tau)-A_{1}(s, \tau) \ln \left(4 \sin ^{2} \frac{s-\tau}{2}\right) \\
& B_{1}(s, \tau):=-\frac{k}{2 \pi} \frac{\left[\zeta^{\prime}(s)\right]^{\perp} \cdot[\zeta(\tau)-\zeta(s)]}{\left|\zeta^{\prime}(s)\right||\zeta(s)-\zeta(\tau)|} J_{1}(k|\zeta(s)-\zeta(\tau)|)\left|\zeta^{\prime}(\tau)\right|, \\
& B_{2}(s, \tau):=B(s, \tau)-B_{1}(s, \tau) \ln \left(4 \sin ^{2} \frac{s-\tau}{2}\right) .
\end{aligned}
$$

$J_{0}$ and $J_{1}$ denote the Bessel functions of order zero and one respectively. The functions $A_{1}, A_{2}, B_{1}$, and $B_{2}$ turn out to be analytic with diagonal terms

$$
A_{2}(s, s)=\left[\frac{i}{2}-\frac{C}{\pi}-\frac{1}{\pi} \ln \left(\frac{k}{2}\left|\zeta^{\prime}(s)\right|\right)\right]\left|\zeta^{\prime}(s)\right|
$$

in terms of Euler's constant $C$ and

$$
B_{2}(s, s)=-\frac{1}{2 \pi} \frac{\left[\zeta^{\prime}(s)\right]^{\perp} \cdot \zeta^{\prime \prime}(s)}{\left|\zeta^{\prime}(s)\right|^{2}}
$$

For integral equations with kernels of the form (11) a combined collocation and quadrature methods based on trigonometric interpolation as described in Sect.3.5 of [4] or in [25] is at our disposal. We refrain from repeating the details. For a related
error analysis we refer to [23] and note that we have exponential convergence for smooth, i.e., analytic boundary curves $\Gamma$.

For a numerical example, we consider the scattering of a plane wave by a dielectric cylinder with a non-convex apple-shaped cross section with boundary $\Gamma$ described by the parametric representation

$$
\begin{equation*}
\zeta(s)=\left\{\frac{0.5+0.4 \cos s+0.1 \sin 2 s}{1+0.7 \cos s}(\cos s, \sin s): s \in[0,2 \pi]\right\} \tag{12}
\end{equation*}
$$

The following impedance functions are chosen in our experiments.

$$
\begin{equation*}
\eta_{1}=-1-0.5 \sin (s) \tag{13}
\end{equation*}
$$

$$
\begin{equation*}
\eta_{2}=-2-\cos (2 s)-0.5 \sin (s) \tag{14}
\end{equation*}
$$

From the asymptotics for the Hankel functions, it can be deduced that the far field pattern of the single-layer potential $v^{s}$ with density $\xi_{0}$ is given by

$$
\begin{equation*}
v_{\infty}(\hat{x})=\gamma \int_{\Gamma} e^{-i k_{0} \hat{x} \cdot y} \xi_{0}(y) d s(y), \quad \hat{x} \in \Omega, \tag{15}
\end{equation*}
$$

where

$$
\gamma=\frac{e^{i \frac{\pi}{4}}}{\sqrt{8 \pi k_{0}}} .
$$

The latter expression can be evaluated by the composite trapezoidal rule after solving the system of integral equations (8) for $\xi_{0}$, i.e., after solving (10) for $\chi_{0}$. Table 1 gives some approximate values for the far field pattern $v_{\infty}(d)$ and $v_{\infty}(-d)$ in the forward direction $d$ and the backward direction $-d$. The direction $d$ of the incident wave is $d=$ $(1,0)$ and the wave numbers are $k_{0}=1$ and $k_{d}=4+1 i$, and the conductive function $\eta_{2}$ in (14) is chosen. Note that the exponential convergence is clearly exhibited.

Table 1 Numerical results for direct scattering problem

| $n$ | $\operatorname{Re} u_{\infty}(d)$ | $\operatorname{Im} u_{\infty}(d)$ | $\operatorname{Re} u_{\infty}(-d)$ | $\operatorname{Im} u_{\infty}(-d)$ |
| :--- | :--- | :--- | :--- | :--- |
| 8 | -0.9246701916 | 0.1927903437 | -0.9330234793 | 0.2054859030 |
| 16 | -0.9246830723 | 0.1927431421 | -0.9330023078 | 0.2053750332 |
| 32 | -0.9246871867 | 0.1927361525 | -0.9330054172 | 0.2053781827 |
| 64 | -0.9246871412 | 0.1927360822 | -0.9330054392 | 0.2053782645 |

## 4 The Inverse Problem

We now proceed describing an iterative algorithm for approximately solving the inverse scattering problem by combining the method proposed by Ivanyshyn, Kress and Rundell [1-3] and by extending from the case of impenetrable obstacles to the case of penetrable scatterers. After introducing the far field operator $S_{\infty}: H^{-1 / 2}(\Gamma) \rightarrow L^{2}(\Omega)$ by

$$
\begin{equation*}
\left(S_{\infty} \varphi\right)(\hat{x}):=\gamma \int_{\Gamma} e^{-i k_{0} \hat{x} \cdot y} \xi(y) d s(y), \quad \hat{x} \in \Omega, \tag{16}
\end{equation*}
$$

from (7) and (15) we observe that the far field pattern for the solution to the scattering problem (1)-(3) is given by

$$
\begin{equation*}
v_{\infty}=S_{\infty} \xi_{0} \tag{17}
\end{equation*}
$$

in terms of the solution to (8). Thus as theoretical basis of our inverse algorithm we can state the following theorem.

Theorem 1 For a given incident field $v^{i}$ and a given far field pattern $v_{\infty}$, assume that the boundary $\Gamma$, the impedance function $\eta$, and the densities $\xi_{d}$ and $\xi_{0}$ satisfy the system of three integral equations

$$
\begin{align*}
S_{k_{d}} \xi_{d}-S_{k_{0}} \xi_{0} & =2 v^{i} \\
\xi_{d}+\xi_{0}+i \eta S_{k_{d}} \xi_{d}+K_{k_{d}}^{\prime} \xi_{d}-K_{k_{0}}^{\prime} \xi_{0} & =2 \frac{\partial v^{i}}{\partial v}  \tag{18}\\
S_{\infty} \xi_{0} & =v_{\infty}
\end{align*}
$$

Then $\Gamma$ and $\eta$ solve the inverse scattering problem.
The ill-posedness of the inverse problem is reflected through the ill-posedness of the third integral equation, the far field equation that we denote as data equation. Note that (18) is linear with respect to the densities and nonlinear with respect to the boundary $\Gamma$ and the impedance function $\eta$. This opens up a variety of approaches to solve (18) by linearization and iteration. In the current paper, we are going to proceed as follows: Given approximations $\Gamma_{\text {approx }}$ and $\eta_{\text {approx }}$ for the boundary $\Gamma$ and the impedance function $\eta$, and approximations $\xi_{d_{\text {approx }}}$ and $\xi_{0_{\text {approx }}}$ for the densities $\xi_{d}$ and $\xi_{0}$ we linearise simultaneously both the field and the data equations with respect to the boundary curve, the impedance function and the two densities. The linear equations are then solved to update the boundary curve, the conductive function and the two densities. Because of the ill-posedness the solution of the update equations require stabilization. For this, we use Tikhonov regularization. This procedure is then iterated until some suitable stopping criterion is achieved.

To describe this in more detail, we also require the parameterized version

$$
\widetilde{S}_{\infty}: H^{-1 / 2}[0,2 \pi] \times C^{2}[0,2 \pi] \rightarrow L^{2}(\Omega)
$$

of the far field operator as given by

$$
\begin{equation*}
\widetilde{S}_{\infty}(\chi, \zeta)(\hat{x}):=\gamma \int_{0}^{2 \pi} e^{-i k_{0} \hat{x} \cdot \zeta(\tau)}\left|\zeta^{\prime}(\tau)\right| \chi(\tau) d \tau, \quad \hat{x} \in \Omega \tag{19}
\end{equation*}
$$

Then the parameterized form of (18) is given by

$$
\begin{align*}
\widetilde{S}_{k_{d}}\left(\chi_{d}, \zeta\right)-\widetilde{S}_{k_{0}}\left(\chi_{0}, \zeta\right) & =2 v^{i} \circ \zeta \\
\chi_{d}+\chi_{0}+i(\eta \circ \zeta) \widetilde{S}_{k_{d}}\left(\chi_{d}, \zeta\right) & \\
+\widetilde{K}_{k_{d}}^{\prime}\left(\chi_{d}, \zeta\right)-\widetilde{K}_{k_{0}}^{\prime}\left(\chi_{0}, \zeta\right) & =\frac{2}{\left|\zeta^{\prime}\right|}\left[\zeta^{\prime}\right]^{\perp} \cdot \operatorname{grad} v^{i} \circ \zeta  \tag{20}\\
\widetilde{S}_{\infty}\left(\chi_{0}, z\right) & =v_{\infty}
\end{align*}
$$

For a fixed $\chi$ the Fréchet derivative of the operator $\widetilde{S}_{k}$ and $\widetilde{K}_{k}^{\prime}$ with respect to the boundary $\zeta$ in the direction $h$ are given by

$$
\begin{aligned}
\partial \widetilde{S}_{k}(\chi, \zeta ; h)(s)= & \frac{-i k}{2} \int_{0}^{2 \pi} \frac{(\zeta(s)-\zeta(\tau)) \cdot(h(s)-h(\tau))}{|\zeta(s)-\zeta(\tau)|} \\
& \times\left|\zeta^{\prime}(\tau)\right| H_{1}^{(1)}(k|\zeta(s)-\zeta(\tau)|) \chi(\tau) d \tau \\
& +\frac{i}{2} \int_{0}^{2 \pi} \frac{\zeta^{\prime}(\tau) \cdot h^{\prime}(\tau)}{\left|\zeta^{\prime}(\tau)\right|} H_{0}^{(1)}(k|\zeta(t)-\zeta(\tau)|) \chi(\tau) d \tau
\end{aligned}
$$

and

$$
\begin{align*}
& \partial \widetilde{K}_{k}^{\prime}(\chi, \zeta ; h)(s) \\
= & -\frac{i k}{2\left|\zeta^{\prime}(s)\right|} \int_{0}^{2 \pi} \frac{\left[\zeta^{\prime \perp} \cdot(h(s)-h(\tau))+\left[h^{\prime \perp} \cdot(\zeta(s)-\zeta(\tau))\right.\right.}{|\zeta(s)-\zeta(\tau)|}  \tag{21}\\
& \times\left|\zeta^{\prime}(\tau)\right| H_{1}^{(1)}(k|\zeta(s)-\zeta(\tau)|) \chi(\tau) d \tau \\
& +\frac{i k}{\left|\zeta^{\prime}(s)\right|} \int_{0}^{2 \pi} \frac{\left[\zeta^{\prime} \cdot(\zeta(s)-\zeta(\tau))(h(s)-h(\tau)) \cdot(\zeta(s)-\zeta(\tau))\right.}{|\zeta(s)-\zeta(\tau)|^{3}} \\
& \times\left|\zeta^{\prime}(\tau)\right| H_{1}^{(1)}(k|\zeta(s)-\zeta(\tau)|) \chi(\tau) d \tau
\end{align*}
$$

$$
\begin{aligned}
& -\frac{i k^{2}}{2\left|\zeta^{\prime}(s)\right|} \int_{0}^{2 \pi} \frac{\left[\zeta^{\prime \perp} \cdot(\zeta(s)-\zeta(\tau))(h(s)-h(\tau)) \cdot(\zeta(s)-\zeta(\tau))\right.}{|\zeta(s)-\zeta(\tau)|^{2}} \\
& \times\left|\zeta^{\prime}(\tau)\right| H_{0}^{(1)}(k|\zeta(s)-\zeta(\tau)|) \chi(\tau) d \tau \\
& +\frac{i k}{2} \frac{h^{\prime}(s) \cdot \zeta^{\prime}(s)}{\mid \zeta^{\prime 2}} \int_{0}^{2 \pi} \frac{\left[\zeta^{\prime \perp} \cdot(\zeta(s)-\zeta(\tau))\right.}{|\zeta(s)-\zeta(\tau)|} \\
& \times\left|\zeta^{\prime}(\tau)\right| H_{1}^{(1)}(k|\zeta(s)-\zeta(\tau)|) \chi(\tau) d \tau \\
& -\frac{i k}{2\left|\zeta^{\prime}(s)\right|} \int_{0}^{2 \pi} \frac{\left[\zeta^{\prime \perp} \cdot(\zeta(s)-\zeta(\tau)) h^{\prime}(\tau) \cdot \zeta^{\prime}(\tau)\right.}{|\zeta(s)-\zeta(\tau)|\left|\zeta^{\prime}(\tau)\right|} \\
& \times H_{1}^{(1)}(k|\zeta(s)-\zeta(\tau)|) \chi(\tau) d \tau .
\end{aligned}
$$

Then the linearisation (20) with respect to all variables $\zeta, \eta, \chi_{d}$ and $\chi_{0}$ in the direction $h, \theta, \mu_{d}$ and $\mu_{0}$, respectively, reads

$$
\begin{align*}
& \widetilde{S}_{k_{d}}\left(\chi_{d}, \zeta\right)+\widetilde{S}_{k_{d}}\left(\mu_{d}, \zeta\right)+\partial \widetilde{S}_{k_{d}}\left(\chi_{d}, \zeta ; h\right)-\widetilde{S}_{k_{0}}\left(\chi_{0}, \zeta\right)-\widetilde{S}_{k_{0}}\left(\mu_{0}, \zeta\right) \\
& \quad-\partial \widetilde{S}_{k_{0}}\left(\chi_{0}, \zeta ; h\right)=2 v^{i} \circ \zeta+2 \operatorname{grad} v^{i} \circ \zeta \cdot h, \\
& \chi_{d}+\mu_{d}+\chi_{0}+\mu_{0}+\mathrm{i}(\theta \circ \zeta) \widetilde{S}_{k_{d}}\left(\chi_{d}, \zeta\right)+\mathrm{i}(\eta \circ \zeta) \widetilde{S}_{k_{d}}\left(\chi_{d}, \zeta\right) \\
& \quad+\widetilde{K}_{k_{d}}^{\prime}\left(\chi_{d}, \zeta\right)+\widetilde{K}_{k_{d}}^{\prime}\left(\mu_{d}, \zeta\right)+\partial \widetilde{K}_{d}^{\prime}\left(\chi_{d}, \zeta ; h\right)  \tag{22}\\
& -\widetilde{K}_{k_{0}}^{\prime}\left(\chi_{0}, \zeta\right)-\widetilde{K}_{k_{0}}^{\prime}\left(\mu_{0}, \zeta\right)-\partial \widetilde{K}_{k_{0}}^{\prime}\left(\chi_{0}, \zeta ; h\right) \\
& \quad=\frac{2}{\left|\zeta^{\prime}\right|}\left[\zeta^{\prime \perp} \cdot \operatorname{grad} v^{i} \circ \zeta+2 \sigma(\zeta) \cdot h,\right. \\
& \widetilde{S}_{\infty}\left(\chi_{0}, \zeta\right)+\widetilde{S}_{\infty}\left(\mu_{0}, \zeta\right)+\partial \widetilde{S}_{\infty}\left(\chi_{0}, \zeta ; h\right)=v_{\infty}
\end{align*}
$$

Here the term $\sigma(\zeta) \cdot h$ is the form (see [26])

$$
\begin{equation*}
\sigma(\zeta) \cdot h=-\frac{\partial v^{i}}{\partial \tau} \frac{v \cdot h^{\prime}}{\left|\zeta^{\prime}\right|}+\left(\frac{\partial^{2} v^{i}}{\partial v \partial \tau}-H \frac{\partial v^{i}}{\partial \tau}\right) \tau \cdot h+\frac{\partial^{2} v^{i}}{\partial v^{2}} v \cdot h \tag{23}
\end{equation*}
$$

and $\tau$ and $H$ stand for the tangential vector and the mean curvature respectively. They are given by

$$
\tau=\frac{\zeta^{\prime}}{\left|\zeta^{\prime}\right|}, \text { and } H=-\frac{\zeta^{\prime \prime} \cdot v}{\mid \zeta^{\prime 2}}
$$

and the matrix form of (22) can be written as

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\left\{\partial \widetilde{S}_{k_{d}}\left(\chi_{d}, \zeta ; .\right)-\partial \widetilde{S}_{k_{0}}\left(\chi_{0}, \zeta ; .\right)\right. & \widetilde{S}_{k_{d}}(., \zeta) & -\widetilde{S}_{k_{d}}(., \zeta) \\
\left.-2 \operatorname{grad} v^{i} \circ \zeta ; Z e r o s\right\} & & \\
\left\{\partial \widetilde{K}_{k_{d}}^{\prime}\left(\chi_{d}, \zeta ; .\right)-\partial \widetilde{K}_{k_{0}}^{\prime}\left(\chi_{0}, \zeta ; .\right)\right. & I+\widetilde{K}_{k_{d}}^{\prime}(., \zeta) I-\widetilde{K}_{k_{d}}^{\prime}(., \zeta) \\
\left.-\xi(\zeta) ; i \widetilde{S}_{k_{d}} \chi_{d}\right\} & & \widetilde{S}_{\infty}(., \zeta)
\end{array}\right]\left[\begin{array}{c}
{[h ; \theta]} \\
\\
\mu_{d} \widetilde{S}_{\infty}\left(\chi_{0}, \zeta ; .\right) ; Z \operatorname{eros}
\end{array}\right.} \\
& =\left[\begin{array}{c}
2 v^{i} \circ \zeta-\widetilde{S}_{k_{d}}\left(\chi_{d}, \zeta\right)+\widetilde{S}_{k_{0}}\left(\chi_{0}, \zeta\right) \\
\left\{\begin{array}{c}
\frac{2}{\left|\zeta^{\prime}\right|}\left[\zeta^{\prime \perp} \cdot \operatorname{gradv} v^{\mathrm{i}} \circ \zeta-\chi_{\mathrm{d}}-\widetilde{\mathrm{K}}_{\mathrm{k}_{\mathrm{d}}}^{\prime}\left(\chi_{\mathrm{d}}, \zeta\right)-\chi_{0}\right. \\
\left.+\widetilde{\mathrm{K}}_{\mathrm{k}_{0}}^{\prime}\left(\chi_{0}, \zeta\right)-\mathrm{i}(\eta \circ \zeta) \widetilde{\mathrm{S}}_{\mathrm{k}_{\mathrm{d}}}\left(\chi_{\mathrm{d}}, \zeta\right)\right\}
\end{array}\right. \\
v_{\infty}-\widetilde{S}_{\infty}\left(\chi_{0}, \zeta\right)
\end{array}\right] \tag{24}
\end{align*}
$$

Now we can describe the method in a short form as follows:
Each iteration step of the proposed inverse algorithm consists of one part.

- Given an approximation $\zeta$ for the boundary, $\eta$ for the conductive function, and $\chi_{d}$, $\chi_{0}$ for the densities, we solve the linearized sistem of integral equation (24), for $h$, $\theta, \mu_{d}$, and $\mu_{0}$ to obtain updates $\zeta+h, \eta+\theta, \chi_{d}+\mu_{d}$, and $\chi_{0}+\mu_{0}$. We continue this procedure until some stopping criteria is achieved. The stopping criterion for the iterative scheme is given by the relative error

$$
\frac{\left\|v_{\infty ; N}-v_{\infty}\right\|}{\left\|v_{\infty}\right\|} \leq \epsilon(\delta)
$$

where $v_{\infty ; N}$ is the computed far field pattern after $N$ iteration steps.
As a theoretical basis for the application of Tikhonov regularization from [27] we cite that, after the restriction to star-like boundaries, the operator $\partial \widetilde{S}_{\infty}$ is injective provided $k_{0}^{2}$ is not a Neumann eigenvalue for the negative Laplacian in $D$.

## 5 Numerical Examples

To avoid an inverse crime, in our numerical examples the synthetic far field data were obtained by a numerical solution of the boundary integral equations based on a combined single- and double-layer approach (see [28, 29]) using the numerical schemes as described in [4, 23, 30]. In each iteration step of the inverse algorithm for the solution of the matrix equation (24) we used the numerical method described in Sect. 3 using 64 quadrature points. The linearized matrix equation (24) were solved

Table 2 Boundary curves

| Types | Representations |
| :--- | :--- |
| Apple-shaped | $\zeta(s)=\left\{\frac{0.5+0.4 \cos s+0.1 \sin 2 s}{1+0.7 \cos s}(\cos s, \sin s): s \in[0,2 \pi]\right\}$ |
| Kite-shaped | $\zeta(s)=\left\{\left(\cos s+1.3 \cos ^{2} s-1.3,1.5 \sin s\right): s \in[0,2 \pi]\right\}$ |
| Peanut-shaped | $\zeta(s)=\left\{\sqrt{\cos ^{2} s+0.25 \sin s}(\cos s, \sin s): s \in[0,2 \pi]\right\}$ |
| Rounded triangle | $\zeta(s)=\{(2+0.3 \cos 3 s)(\cos s, \sin s): s \in[0,2 \pi]\}$ |

by Tikhonov regularization with an $H^{2}$ penalty term, i.e., $p=2$. The regularized equation is solved by Nyström's method with the composite trapezoidal rule again using 64 quadrature points.

In all our four examples we used an incident wave with the direction $d=(1,0)$ and $J=5$ as degree for the approximating trigonometric polynomials for the boundary curve, $P=3$ as degree for the approximating trigonometric polynomials for the conductive function, $\alpha=10^{-6}$ as regularization parameter for the data equation, and the wave numbers $k_{0}=1$ and $k_{d}=5+1$ i.

For simplicity, for the stopping rule we chose $\epsilon(\delta)$ the same for all noise levels since this already gave satisfactory reconstructions.

In according with the general convergence results on regularized Gauss-Newton method (see [31]) for the regularization parameters we used decreasing sequences

$$
\begin{aligned}
& \lambda_{1, n}=\tau_{1}^{-n} \lambda_{1} \\
& \lambda_{2, n}=\tau_{2}^{-n} \lambda_{2}
\end{aligned}
$$

with $\lambda_{1}, \lambda_{2}$ positive and $\tau_{1}, \tau_{2}>1$ chosen by trial and error. The iteration numbers and the regularization parameters $\lambda_{1}$ and $\lambda_{2}$ for the Tikhonov regularization of boundary $\zeta$ and conductive function $\eta$, respectively, were chosen by trial and error and their values are indicated in the following description of the individual examples.

In order to obtain noisy data, random errors are added point-wise to $v_{\infty}$,

$$
\tilde{v}_{\infty}=v_{\infty}+\delta \rho \frac{\left\|v_{\infty}\right\|}{|\rho|}
$$

with the random variable $\rho \in \mathbb{C}$ and $\{\operatorname{Re} \rho, \operatorname{Im} \rho\} \in(0,1)$. For all examples, $2 \%$ noise level, i.e., $\delta=0.02$ is added into the far-field pattern.

In the first example Fig. 1 illustrates reconstructions after 10 iterations with the regularization parameters $\lambda_{1}=0.7, \tau_{1}=1.1$ and $\lambda_{2}=1.2, \tau_{2}=1.15$.

In the second example Fig. 2 shows reconstructions after 15 iterations with the regularization parameter chosen as in the first example.

In the third example the reconstructions in Fig. 3 were obtained after 13 iterations with the regularization parameter chosen as in the first example.

In the fourth example the reconstructions in Fig. 4 were obtained after 15 iterations with the regularization parameters chosen as $\lambda_{1}=1.3, \tau_{1}=1.1$ and $\lambda_{2}=0.8, \quad \tau_{2}=1.5$.




Fig. 1 Reconstruction of the peanut-shaped contour in Table 2 (left), conductive function $\eta_{1}$ in (13) (middle), and $\eta_{2}$ in (14) (right)


Fig. 2 Reconstruction of the rounded-shaped contour in Table 2 (left), conductive function $\eta_{1}$ in (13) (middle), and $\eta_{2}$ in (14) (right)


Fig. 3 Reconstruction of the apple-shaped contour in Table 2 (left), conductive function $\eta_{1}$ in (13) (middle), and $\eta_{2}$ in (14) (right)


Fig. 4 Reconstruction of the kite-shaped contour in Table 2 (left), conductive function $\eta_{1}$ in (13) (middle), and $\eta_{2}$ in (14) (right)

Our examples clearly indicate the feasibility of the proposed algorithm with a reasonable stability against noise. An appropriate initial guess was important to ensure numerical convergence of the iterations. Further research will be directed towards applying the algorithm to real data, to extend the numerics to the three dimensional case.
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# Spinning Particle in Interaction with a Time Dependent Magnetic Field: A Path Integral Approach 

Hilal Benkhelil and Mekki Aouachria


#### Abstract

We consider a spin $1 / 2$ particle interacting with a time dependent magnetic field using path integral formalism. The propagator is first of all written in the standard form by replacing the spin by two fermionic oscillators via the Schwinger's model; then it is determined exactly thanks to a simple transformations and the probability transition is then deduced.


## 1 Introduction

The applications of path-integral formalism have widely increased since a large class of potentials had been resolved [10]. However it is known that the most relativistic interactions are those where the spin, which is a very useful and very important notion in physics, is taken into account. In the framework of non-relativistic theory the phenomena of spin is automatically introduced by the Pauli equation which contains the Schrödinger Hamiltonian and a spin-field interaction. This motivates the research into the solvable Pauli equations which is inevitably useful in applied physics. For instance a well-known example of its direct application is the time-dependent field acting on an atom with two levels whose time-evolution is controlled by the Paulitype equation. The solution for this equation has made clear the associated transition amplitudes [19]. This and similar [20, 21] types of interaction aside, there are little analytical and exact computations which treat the time-dependent spin-field interaction. Furthermore, if one replaces the time dependence of the exterior field by a space-time dependence or by only space dependence this becomes even more restrictive $[5,8,9,11,15,18]$.

Moreover, the problem becomes nearly unsolvable if we try to build these solutions by the path integral formalism because the spin is a discrete quantity. The difficulty

[^4]here is associated to the fact that the path integral lacks some classical ideas such as trajectories and up to now one does not know how to deal with this kind of technique in this important case. Thus some effort has been made to find a partial solution using the Schwinger's model of spin and some explicit computations are then carried out [1-4, 6, 7, 12-14, 17].

In this paper we are devoted to this type of interaction; by considering a problem treats according to usual quantum mechanics [21]. It acts of a spin $1 / 2$ which interacts with a time dependent magnetic field.

$$
\mathbf{B}(t)=\left(\begin{array}{c}
\frac{B}{2} \sin \left(\frac{\omega t}{1+\omega^{2} t^{2}}\right) \\
-\frac{c_{1-2}^{2}}{\cosh \left(\frac{\omega}{2}\right) t}-B_{0} \frac{1-\omega^{2} t^{2}}{\left(1+\omega^{2} t^{2}\right.} \\
\frac{B}{2} \cos \left(\frac{\omega t}{1+\omega^{2} t^{2}}\right)
\end{array}\right) .
$$

Its dynamics is described by the Hamiltonian

$$
H=-\frac{g}{2} \sigma \mathbf{B},
$$

where $g$ is the gyromagnetic ratio. Then the Hamiltonian become

$$
\begin{align*}
H= & -\frac{B}{4} \sin \left(\frac{\omega t}{1+\omega^{2} t^{2}}\right) \sigma_{x}  \tag{1}\\
& +\left(\frac{\omega_{0}}{2 \cosh \left(\frac{\omega_{0}}{2}\right) t}+\frac{\omega}{2} \frac{1-\omega^{2} t^{2}}{\left(1+\omega^{2} t^{2}\right)^{2}}\right) \sigma_{y} \\
& -\frac{\omega_{0}}{4} \cos \left(\frac{\omega t}{1+\omega^{2} t^{2}}\right) \sigma_{z}
\end{align*}
$$

where we have put $B=\frac{\omega_{0}}{g}$ and $B_{0}=\frac{\omega}{g}$. The Pauli matrices are the following:

$$
\sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \sigma_{x}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \sigma_{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) .
$$

Considering this problem by the path integral approach, our motivation is the following. We show that for interaction with the coupling of spin-field type, the propagator is first, by construction, written in the standard form $\sum_{\text {path }} \exp ($ i $S($ path $) / \hbar)$, where $S$ is the action that describes the system, where the discrete variable relative to spin being inserted as the (continuous) path using fermionic coherent states. The knowledge of the propagator is essential to the determination of physical quantities such as the transition probability which is the aim of this paper.

The paper is organized as follows. In Sect.2, we give some notation and the necessary spin coherent state path integral for spin $\frac{1}{2}$ system for our further computations. In Sect. 3, after setting up a path integral formalism for the propagator, we perform the direct calculations. The integration over the spin variables is easy to carry out thanks to simple transformations. The explicit result of the propagator is
directly computed and the transition probability is then deduced. Finally, in Sect.4, we present our conclusions.

## 2 Coherent States Formalism

Now, let us focus on some definitions, properties and notations needed for the further developments. As we are interested by the spin field interaction, we shall replace the Pauli matrices $\sigma_{i}$ by a pair of fermionic operators $(u, d)$ known as Schwinger fermionic model of spin following the recipe:

$$
\sigma \longrightarrow\left(u^{\dagger}, d^{\dagger}\right) \sigma\binom{u}{d}
$$

where the pair $(u, d)$ describes a two-dimensional fermionic oscillators.
Incidentally, the spin eigenstates $|\uparrow\rangle$ and $|\downarrow\rangle$ are generated from the fermionic vacuum state $|0,0\rangle$ by the action of the fermionic oscillators $u^{+}$and $d^{+}$following the relations

$$
u^{+}|0,0\rangle=|\uparrow\rangle \quad \text { and } \quad d^{+}|0,0\rangle=|\downarrow\rangle,
$$

where the action of $u$ and $d$ on this vacuum state is given by the vanishing results

$$
u|0,0\rangle=0 \quad \text { and } \quad d|0,0\rangle=0
$$

The pair of the fermionic oscillators $(u, d)$ and its adjoint $\left(u^{+}, d^{+}\right)$satisfy the usual fermionic algebra defined by the following anticommutator relations:

$$
\left[u, u^{+}\right]_{+}=1, \quad\left[d, d^{+}\right]_{+}=1,
$$

where all other anticommutators vanish.
The notation $[A, B]_{+}$stands for

$$
[A, B]_{+}=A B+B A
$$

Let us now introduce coherent states relative to this fermionic oscillators algebra. These states are generally defined as eigenvectors of the fermionic oscillators $u$ and $d$ :

$$
u|\alpha, \beta\rangle=\alpha|\alpha, \beta\rangle, \quad d|\alpha, \beta\rangle=\beta|\alpha, \beta\rangle
$$

where $(\alpha, \beta)$ is a pair of Grasmmann variables which are anticommuting with fermionic oscillators and with themselves, namely

$$
\left\{\begin{array}{l}
{[\alpha, u]_{+}=\left[\alpha, u^{+}\right]_{+}=[\alpha, d]_{+}=\left[\alpha, d^{+}\right]_{+}=0} \\
{[\beta, u]_{+}=\left[\beta, u^{+}\right]_{+}=[\beta, d]_{+}=\left[\beta, d^{+}\right]_{+}=0}
\end{array}\right.
$$

and are commuting with vacuum states $|0,0\rangle,\langle 0,0|$ :

$$
\begin{cases}\alpha|0,0\rangle=|0,0\rangle \alpha, & \langle 0,0| \alpha=\alpha\langle 0,0| \\ \beta|0,0\rangle=|0,0\rangle \beta, & \langle 0,0| \beta=\beta\langle 0,0|\end{cases}
$$

The above definitions are equivalent to the fact that these states are generated from the vacuum state according to the following relation

$$
|\alpha, \beta\rangle=\exp \left(-\alpha u^{+}-\beta d^{+}\right)|0,0\rangle
$$

The main properties of these states are:

- the completeness relation

$$
\int d \bar{\alpha} d \alpha d \bar{\beta} d \beta e^{-\bar{\alpha} \alpha-\bar{\beta} \beta}|\alpha, \beta\rangle\langle\alpha, \beta|=1,
$$

- non-orthogonality

$$
\left\langle\alpha, \beta \mid \alpha^{\prime}, \beta^{\prime}\right\rangle=e^{\bar{\alpha} \alpha^{\prime}+\bar{\beta} \beta^{\prime}}
$$

## 3 Path Integral Formulation

At this stage we shall provide a path integral expression for the propagator for the Hamiltonian given by the expression (1). This can be readily done by exploiting the above model of the spin by which this Hamiltonian converts to the following fermionic form

$$
\begin{aligned}
H= & -\frac{\omega_{0}}{4} \sin \left(\frac{\omega t}{1+\omega^{2} t^{2}}\right)\left(u^{\dagger} d+d^{\dagger} u\right) \\
& +\left(\frac{\omega_{0}}{2 \cosh \left(\frac{\omega_{0}}{2}\right) t}+\frac{\omega}{2} \frac{1-\omega^{2} t_{n}^{2}}{\left(1+\omega^{2} t_{n}^{2}\right)^{2}}\right)\left(-i u^{\dagger} d+i d^{\dagger} u\right) \\
& -\frac{\omega_{0}}{4} \cos \left(\frac{\omega t}{1+\omega^{2} t^{2}}\right)\left(u^{\dagger} u-d^{\dagger} d\right)
\end{aligned}
$$

Moreover, it is convenient to choose the quantum state as $|\alpha, \beta\rangle$ where $(\alpha, \beta)$ describes the spin variables. According to the habitual construction procedure of the path integral, we define the propagator as the matrix element of the evolution operator between the initial state $\left|\alpha_{i}, \beta_{i}\right\rangle$ and final state $\left|\alpha_{f}, \beta_{f}\right\rangle$

$$
\begin{equation*}
\mathbf{K}\left(\alpha_{f}, \beta_{f} ; \alpha_{i}, \beta_{i} ; T\right)=\left\langle\alpha_{f}, \beta_{f}\right| U(T)\left|\alpha_{i}, \beta_{i}\right\rangle \tag{2}
\end{equation*}
$$

where

$$
U(T)=\mathbf{T}_{D} \exp \left(-\frac{i}{\hbar} \int_{0}^{T} H(t) d t\right)
$$

where $\mathbf{T}_{D}$ is the Dyson chronological operator.
To move to path integral representation, we first subdivide the time interval [ $0, T$ ] into $N+1$ intervals of length $\varepsilon$, intermediate moments, by using the Trotter's formula and we then introduce the projectors according to these intermediate instants $N$, which are regularly distributes between 0 and $T$ in (2), we obtain the discretized path integral form of the propagator

$$
\begin{align*}
\mathbf{K}\left(\alpha_{f}, \beta_{f}, \alpha_{i}, \beta_{i} T\right)= & \lim _{N \rightarrow \infty} \prod_{n=1}^{N} \int d \bar{\alpha}_{n} d \alpha_{n} d \bar{\beta}_{n} d \beta_{n} \\
& \times e^{-\bar{\alpha}_{n} \alpha_{n}-\bar{\beta}_{n} \beta_{n}} \exp \sum_{n=1}^{N+1}\left[\bar{\alpha}_{n} \alpha_{n-1}+\bar{\beta}_{n} \beta_{n-1}\right. \\
& i \varepsilon \frac{\omega_{0}}{4} \cos \left(\frac{\omega t_{n}}{1+\omega^{2} t_{n}^{2}}\right)\left(\bar{\alpha}_{n} \alpha_{n-1}-\bar{\beta}_{n} \beta_{n-1}\right) \\
& +i \varepsilon \frac{\omega_{0}}{4} \sin \left(\frac{\omega t_{n}}{1+\omega^{2} t_{n}^{2}}\right)\left(\bar{\alpha}_{n} \beta_{n-1}+\bar{\beta}_{n} \alpha_{n-1}\right) \\
& -i \varepsilon\left(\frac{\omega_{0}}{2 \cosh \left(\frac{\omega_{0}}{2}\right) t_{n}}+\frac{\omega}{2} \frac{1-\omega^{2} t_{n}^{2}}{\left(1+\omega^{2} t_{n}^{2}\right)^{2}}\right) \\
& \left.\times\left(-i \bar{\alpha}_{n} \beta_{n-1}+i \bar{\beta}_{n} \alpha_{n-1}\right)\right] . \tag{3}
\end{align*}
$$

The formal continuous expression for the transition amplitude (3) is found by taking the limit $N \rightarrow \infty$.

$$
\begin{aligned}
\mathbf{K}\left(\alpha_{f}, \beta_{f} ; \alpha_{i}, \beta_{i} ; T\right)= & \int \mathscr{D} \bar{\alpha} \mathscr{D} \alpha \mathscr{D} \bar{\beta} \mathscr{D} \beta e^{\frac{1}{2}\left(\bar{\alpha}_{f} \alpha_{f}+\bar{\beta}_{f} \beta_{f}+\overline{\bar{\alpha}}_{i} \alpha_{i}+\bar{\beta}_{i} \beta_{i}\right)} \\
& \times \exp \int_{0}^{\infty} d t\left[-\frac{1}{2}(\bar{\alpha} \dot{\alpha}+\bar{\beta} \dot{\beta}-\dot{\bar{\alpha}} \alpha-\dot{\bar{\beta}} \beta)\right. \\
& +i \frac{\omega_{0}}{4}(\bar{\alpha} \beta+\bar{\beta} \alpha) \sin \left(\frac{\omega t}{1+\omega^{2} t^{2}}\right) \\
& +i \frac{\omega_{0}}{4}(\bar{\alpha} \alpha-\bar{\beta} \beta) \cos \left(\frac{\omega t}{1+\omega^{2} t^{2}}\right) \\
& i\left(\frac{\omega_{0}}{2 \cosh \left(\frac{\omega_{0}}{2}\right) t}+\frac{\omega}{2} \frac{1-\omega^{2} t^{2}}{\left(1+\omega^{2} t^{2}\right)^{2}}\right) \\
& \times(-i \bar{\alpha} \beta+i \bar{\beta} \alpha)]
\end{aligned}
$$

with $\left(\alpha_{0}, \beta_{0}\right)=\left(\alpha_{i}, \beta_{i}\right)$ and $\left(\bar{\alpha}_{N+1}, \bar{\beta}_{N+1}\right)=\left(\bar{\alpha}_{f}, \bar{\beta}_{f}\right)$. This last expression represents the path integral of the propagator which has been the purpose subject of previous papers, and has the advantage that it permits us to perform explicitly some concrete calculations.

## 4 Calculation of the Propagator

To begin, we first introduce new Grassmann variables via an unitary transformation in spin coherent space which eliminates the angle $\frac{\omega t}{1+\omega^{2} t^{2}}$ present in the expression of the magnetic field:

$$
\left\{\begin{array}{l}
\left(\alpha_{n}, \beta_{n}\right) \mapsto\left(\eta_{n}, \xi_{n}\right) \\
\binom{\alpha_{n}}{\beta_{n}}=e^{-\frac{i}{2} \frac{\omega t_{n}}{1+\omega^{2} t_{n}} \sigma_{y}}\binom{\eta_{n}}{\xi_{n}} .
\end{array}\right.
$$

Then, it is easy to show that the measure and the infinitesimal action become respectively

$$
\begin{aligned}
& \prod_{n=1}^{N}\left(d \bar{\alpha}_{n} d \alpha_{n} d \bar{\beta}_{n} d \beta_{n} e^{-\bar{\alpha}_{n} \alpha_{n}-\bar{\beta}_{n} \beta_{n}}\right)=\prod_{n=1}^{N}\left(d \bar{\eta}_{n} d \eta_{n} d \bar{\xi}_{n} d \xi_{n} e^{-\bar{\eta}_{n} \eta_{n} d-\bar{\xi}_{n} \xi_{n}}\right) \\
& \bar{\alpha}_{n} \alpha_{n-1}+\bar{\beta}_{n} \beta_{n-1}= \bar{\eta}_{n} \eta_{n-1}+\bar{\xi}_{n} \xi_{n-1} \\
&+i \frac{\omega}{2} \varepsilon \frac{1-\omega^{2} t_{n}^{2}}{\left(1+\omega^{2} t_{n}^{2}\right)^{2}}\left(-i \bar{\eta}_{n} \xi_{n-1}+i \bar{\xi}_{n} \eta_{n-1}\right)+O\left(\varepsilon^{2}\right) \\
& i \varepsilon\left[\sin \frac{\omega t_{n}}{1+\omega^{2} t_{n}^{2}}\left(\bar{\alpha}_{n} \beta_{n-1}+\bar{\beta}_{n} \alpha_{n-1}\right)\right. \\
&\left.+\cos \frac{\omega t_{n}}{1+\omega^{2} t_{n}^{2}}\left(\bar{\alpha}_{n} \alpha_{n-1}-\bar{\beta}_{n} \beta_{n-1}\right)\right] \\
&= i \varepsilon\left(\bar{\eta}_{n} \eta_{n-1}-\bar{\xi}_{n} \xi_{n-1}\right) .
\end{aligned}
$$

The propagator in function of the new Grassmann variables $\eta$ and $\xi$, becomes

$$
\begin{aligned}
\mathbf{K}(f, i ; T)= & \lim _{N \rightarrow \infty} \prod_{n=1}^{N} d \bar{\eta}_{n} d \eta_{n} d \bar{\xi}_{n} d \xi_{n} e^{-\bar{\eta}_{n} \eta_{n}-\bar{\xi}_{n} \xi_{n}} \\
& \prod_{n=1}^{N+1} \exp \left[\bar{\eta}_{n} \eta_{n-1}+\bar{\xi}_{n} \xi_{n-1}\right. \\
& +i \varepsilon \frac{\omega_{0}}{4}\left(\bar{\eta}_{n} \eta_{n-1}-\bar{\xi}_{n} \xi_{n-1}\right) \\
& \left.-i \varepsilon \frac{\omega_{0}}{2 \cosh \frac{\omega_{0} t_{n}}{2}}\left(-i \bar{\eta}_{n} \xi_{n-1}+i \bar{\xi}_{n} \eta_{n-1}\right)\right]
\end{aligned}
$$

Now using the following transformation:

$$
\varepsilon=-\frac{\cosh \frac{\omega_{0} t_{n}}{2}}{\omega_{0}} \tau \text { with } \tau=s_{n}-s_{n-1}
$$

where

$$
\begin{gathered}
s_{n}=2 \arcsin \frac{1}{\cosh \frac{\omega_{0} t_{n}}{2}} \\
Z_{n}=\binom{\eta_{n}}{\xi_{n}} \text { and } \bar{Z}_{n}=\left(\bar{\eta}_{n}, \bar{\xi}_{n}\right)
\end{gathered}
$$

The propagator becomes

$$
\begin{align*}
\mathbf{K}(f, i ; T)= & \lim _{N \rightarrow \infty} \prod_{n=1}^{N} \int d \bar{Z}_{n} d Z_{n} e^{-\bar{Z}_{n} Z_{n}} \\
& \prod_{n=1}^{N+1} \exp \left[\bar{Z}_{n} Z_{n-1}+i \tau \bar{Z}_{n} Q(n) Z_{n-1}\right] \tag{4}
\end{align*}
$$

where

$$
Q(n)=\left(\begin{array}{cc}
-\frac{1}{4 \sin \frac{s n}{2}} & -\frac{i}{2} \\
\frac{i}{2} & \frac{1}{4 \sin \frac{s n}{2}}
\end{array}\right)
$$

Then we introduce new Grassmann variables $\Psi$ via an unitary transformation in spin coherent state space defined by

$$
Z_{n}=U(n) \Psi_{n} \quad \bar{Z}_{n}=\Psi_{n} U^{\dagger}(n)
$$

with

$$
U(n)=e^{-\frac{i}{2} \ln \tan \frac{s_{n} \sigma_{z}}{4}}
$$

which modify the expression (4) to the following form

$$
\begin{aligned}
\mathbf{K}\left(\alpha_{f}, \beta_{f} ; \alpha_{i}, \beta_{i} ; T\right)= & \lim _{N \rightarrow \infty} \prod_{n=1}^{N} \int d \Psi_{n} d \Psi_{n} e^{-\Psi_{n} \Psi_{n}} \\
& \times \prod_{n=1}^{N+1} \exp \left[\bar{\Psi}_{n} \Psi_{n-1}+i \tau \Psi_{n} Q_{1}(n) \Psi_{n-1}\right]
\end{aligned}
$$

where

$$
Q_{1}(n)=\left(\begin{array}{cc}
0 & -\frac{i}{2} e^{+\frac{i}{2} \ln \tan \frac{s_{n} \sigma_{z}}{4}} \\
\frac{i}{2} e^{-\frac{i}{2} \ln \tan \frac{s_{n}}{4} \sigma_{z}} & 0
\end{array}\right)
$$

The next step consists of taking the diagonal form for the action in order to be able to integrate. Thus, we set a unit transformation over the Grassmann variables

$$
\begin{align*}
& \left\{\begin{array}{l}
\Psi \longrightarrow \Phi \\
\Psi=U_{1}(s) \Phi=\left(\begin{array}{cc}
A(s) & -B^{*}(s) \\
B(s) & A^{*}(s)
\end{array}\right) \Phi
\end{array}\right.  \tag{5}\\
& \left\{\begin{array}{c}
U_{1}(s) U_{1}^{\dagger}(s)=U_{1}^{\dagger}(s) U_{1}(s)=1 \\
\operatorname{det} U_{1}(s)=1
\end{array}\right.
\end{align*}
$$

and the initial conditions $A(t=0)=1, B(t=0)=0$. By means of a simple calculation including the following development

$$
\begin{aligned}
& U_{1}\left(s_{n-1}\right)=U_{1}\left(s_{n}\right)-\tau \frac{d U_{1}(n)}{d t_{n}}+O\left(\tau^{2}\right) \\
& U_{1}^{\dagger}\left(s_{n}\right) U_{1}\left(s_{n-1}\right)=\mathbf{I}-\tau U_{1}^{\dagger}\left(s_{n}\right) \frac{d U_{1}}{d t}\left(s_{n}\right)
\end{aligned}
$$

we obtain

$$
\begin{aligned}
\mathbf{K}\left(\alpha_{f}, \beta_{f} ; \alpha_{i}, \beta_{i} ; T\right)= & \lim _{N \rightarrow \infty} \prod_{n=1}^{N} \int d \Phi_{n} d \Phi_{n} e^{-\Phi_{n} \Phi_{n}} \\
& \times \prod_{n=1}^{N+1} \exp \left[\bar{\Phi}_{n} \Phi_{n-1}+i \tau \Phi_{n} Q_{2}(n) \Phi_{n-1}\right]
\end{aligned}
$$

where

$$
Q_{2}(n)=i U_{1}^{\dagger}\left(s_{n}\right) \frac{d U_{1}}{d s}\left(s_{n}\right)+U_{1}^{\dagger}\left(s_{n}\right) Q_{1}(n) U_{1}\left(s_{n}\right)
$$

Now, we determine the unit transformation by fixing the diagonal form for the action, which leads us to the following condition

$$
\begin{equation*}
Q_{2}(n)=0 \tag{6}
\end{equation*}
$$

To be able to integrate, we have to write the expression in an appropriate form

$$
\mathbf{K}\left(\alpha_{f}, \beta_{f} ; \alpha_{i}, \beta_{i} ; T\right)=\int d \xi^{\dagger} d \xi \exp \left[-\xi^{\dagger} \xi+\mathbf{V}^{\dagger} \xi+\xi^{\dagger} \mathbf{W}\right]
$$

where

$$
\mathbf{V}^{\dagger}=\left(0, \ldots, \bar{\Phi}_{N+1}\right), \quad \xi=\left(\begin{array}{c}
\Phi_{1} \\
\vdots \\
\Phi_{1}
\end{array}\right), \quad \mathbf{W}=\left(\begin{array}{c}
\Phi_{0} \\
\vdots \\
0
\end{array}\right)
$$

Now, we absorb the linear terms in $\xi$ and $\xi^{\dagger}$ thanks to the shift

$$
\begin{aligned}
\xi & \rightarrow \xi+\mathbf{W} \\
\xi^{\dagger} & \rightarrow \xi^{\dagger}+\mathbf{V}^{\dagger}
\end{aligned}
$$

and we integrate over the Grassmann variables. Our propagator relative to the spin $1 / 2$ subject to time dependent magnetic field is finally written as follows:

$$
\mathbf{K}\left(\alpha_{f}, \beta_{f} ; \alpha_{i}, \beta_{i} ; T\right)=e^{\bar{\Phi}_{f} \Phi_{i}} .
$$

In terms of the old variables $(\alpha, \beta)$ it becomes

$$
\begin{equation*}
\mathbf{K}\left(\alpha_{f}, \beta_{f}, \alpha_{i}, \beta_{i} ; T\right)=\exp \left(\bar{\alpha}_{f}, \bar{\beta}_{f}\right) \mathbf{R}(t)\binom{\alpha_{i}}{\beta_{i}}, \tag{7}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{R}(t)= & e^{-\frac{i}{2} \frac{\omega t}{1+\omega^{2} t^{2}} \sigma_{y}} \\
& \times e^{-\frac{i}{2} \ln \tan \frac{s(t)}{4} \sigma_{z}}\left(\begin{array}{cc}
A(s(t)) & B(s(t)) \\
-B^{*}(s(t)) & A^{*}(s(t))
\end{array}\right) .
\end{aligned}
$$

## 5 The Transition Probability

Let us now turn to the calculation of this propagator (7), between the spin states. We just evaluate the matrix $K(\uparrow, \uparrow ; T)$ only, and all the other matrices can be deduced following the same method. In fact, the propagator on the spin eigenstates is given by

$$
K(\uparrow, \uparrow ; T)=\langle\uparrow| U(T)|\uparrow\rangle
$$

With the help of the completeness relations, this amplitude becomes

$$
\begin{aligned}
K(\uparrow, \uparrow ; T) & =\int d \bar{\alpha}_{f} d \alpha_{f} d \bar{\beta}_{f} d \beta_{f} d \bar{\alpha}_{i} d \alpha_{i} d \bar{\beta}_{i} d \beta_{i} \\
& \times e^{-\bar{\alpha}_{f} \alpha_{f}-\bar{\beta}_{f} \beta_{f}} e^{-\bar{\alpha}_{i} \alpha_{i}-\bar{\beta}_{i} \beta_{i}} \\
& \times\left\langle\uparrow \mid \alpha_{f}, \beta_{f}\right\rangle\left\langle\alpha_{i}, \beta_{i} \mid \uparrow\right\rangle \mathbf{K}\left(\alpha_{f}, \beta_{f}, \alpha_{i}, \beta_{i} ; T\right) .
\end{aligned}
$$

Then

$$
\begin{align*}
K(\uparrow, \uparrow ; T) & =\int d \bar{\alpha}_{f} d \alpha_{f} d \bar{\beta}_{f} d \beta_{f} d \bar{\alpha}_{i} d \alpha_{i} d \bar{\beta}_{i} d \beta_{i} \\
& e^{-\bar{\alpha}_{i} \alpha_{i}-\bar{\beta}_{i} \beta_{i}} e^{-\bar{\alpha}_{f} \alpha_{f}-\bar{\beta}_{f} \beta_{f}\left\langle\uparrow \mid \alpha_{f}, \beta_{f}\right\rangle\left\langle\alpha_{i}, \beta_{i} \mid \uparrow\right\rangle}  \tag{8}\\
& \exp \left\{\left(\bar{\alpha}_{f}, \bar{\beta}_{f}\right)\left(\begin{array}{ll}
\mathbf{R}_{11}(t) & \mathbf{R}_{12}(t) \\
\mathbf{R}_{21}(t) & \mathbf{R}_{22}(t)
\end{array}\right)\binom{\alpha_{i}}{\beta_{i}}\right\} .
\end{align*}
$$

Thanks to the features [16]

$$
\left\langle\uparrow \mid \alpha_{f}, \beta_{f}\right\rangle=\alpha_{f}, \quad\left\langle\alpha_{i}, \beta_{i} \mid \uparrow\right\rangle=\bar{\alpha}_{i} \quad \text { and } \alpha_{f} \bar{\alpha}_{i}=e^{-\bar{\alpha}_{i} \alpha_{f}}-1,
$$

(8) takes the following form:

$$
K(\uparrow, \uparrow ; T)=\int d \nu^{\dagger} d \nu \cdot\left[\exp v^{\dagger} M^{\prime} v-\exp v^{\dagger} M \nu\right]
$$

where the matrices $M$ and $M^{\prime}$ are, respectively

$$
\mathbf{M}=\left(\begin{array}{cccc}
-1 & 0 & 0 & 0 \\
\mathbf{R}_{11} & -1 & \mathbf{R}_{11} & 0 \\
0 & 0 & -1 & 0 \\
\mathbf{R}_{21} & 0 & \mathbf{R}_{22} & -1
\end{array}\right)
$$

and

$$
\mathbf{M}^{\prime}=\left(\begin{array}{cccc}
-1 & -1 & 0 & 0 \\
\mathbf{R}_{11} & -1 & \mathbf{R}_{11} & 0 \\
0 & 0 & -1 & 0 \\
\mathbf{R}_{21} & 0 & \mathbf{R}_{22} & -1
\end{array}\right)
$$

and $\mathbf{R}_{n m}$ are the elements of the matrix $\mathbf{R}$ and

$$
v=\left(\begin{array}{c}
\alpha_{i} \\
\alpha_{f} \\
\beta_{i} \\
\beta_{f}
\end{array}\right), \quad v^{\dagger}=\left(\bar{\alpha}_{i} \bar{\alpha}_{f} \bar{\beta}_{i} \bar{\beta}_{f}\right)
$$

are the vectors gathering the old Grassmann variables.
The integration over the Grassmann variables is thus simple:

$$
K(\downarrow, \uparrow ; T)=\operatorname{det} \mathbf{M}^{\prime}-\operatorname{det} \mathbf{M} .
$$

As $\operatorname{det} \mathbf{M}^{\prime}=1+\mathbf{R}_{11}$ and $\operatorname{det} \mathbf{M}=1$, the propagator following the states of the up-up spin is finally

$$
K(\uparrow, \uparrow ; T)=\mathbf{R}_{11}(t)
$$

Normally, if we repeat the calculations by considering all the initial and final states of the spin, the propagator will take the following matrix form:

$$
K\left(m_{f}, m_{i} ; T\right)=\left(\begin{array}{ll}
\mathbf{R}_{11}(t) & \mathbf{R}_{12}(t) \\
\mathbf{R}_{21}(t) & \mathbf{R}_{22}(t)
\end{array}\right) .
$$

Hence the probability transition from down to up spin states is given by:

$$
\begin{gathered}
P_{\downarrow \uparrow}=\left|\mathbf{R}_{21}(t)\right|^{2} \\
P_{\downarrow \uparrow}=\left\lvert\,\left[A(t) e^{-\frac{i}{2} \ln \tan \frac{s(t)}{4}} \sin \frac{1}{2}\left(\frac{\omega t}{1+\omega^{2} t^{2}}\right)\right.\right. \\
\left.-B^{*}(t) e^{\frac{i}{2} \ln \tan \frac{s(t)}{4}} \cos \frac{1}{2}\left(\frac{\omega t}{1+\omega^{2} t^{2}}\right)\right]\left.\right|^{2} .
\end{gathered}
$$

Note that the matrix $U_{1}(s)$ introduced in (5) has been fixed by the condition (6), so it has to satisfy the following auxiliary equation

$$
i \frac{d U_{1}}{d s}+Q_{1}(s) U_{1}(s)=0
$$

i.e., a system of two coupled equations

$$
\left\{\begin{array} { l } 
{ \frac { d A } { d s } = - \frac { 1 } { 2 } B ^ { * } e ^ { i \operatorname { l n } \operatorname { t a n } \frac { s ( t ) } { 4 } } } \\
{ \frac { d B ^ { * } } { d s } = \frac { 1 } { 2 } A e ^ { - i \operatorname { l n } \operatorname { t a n } \frac { s ( l ) } { 4 } } }
\end{array} \text { with } \left\{\begin{array}{l}
A(\pi)=1 \\
B(\pi)=0
\end{array}\right.\right.
$$

and whose solution determines the elements $A$ and $B$ of the matrix $U_{1}$. Let us uncouple this system

$$
\frac{d^{2} B^{*}}{d s^{2}}+\frac{i}{2 \sin \frac{s}{2}} \frac{d B^{*}}{d s}+\frac{1}{4} B^{*}=0
$$

The solution of this equation is

$$
B^{*}(s)=\frac{i}{2}\left(i+\cos \frac{s}{2}\right) h(s) .
$$

Then

$$
A(s)=2 e^{i \ln \tan \frac{s(t)}{4}}\left[-\frac{i}{4} h(s) \sin \frac{s}{2}+\frac{i}{2}\left(i+\cos \frac{s}{2}\right) \frac{d h(s)}{d s}\right],
$$

where

$$
h(s)=\int_{\pi}^{s} \frac{e^{-i \ln \tan \frac{\tau}{4}}}{\left(i+\cos \frac{\tau}{2}\right)^{2}} d \tau .
$$

A straightforward calculation leads to the well known like Rabi formula.

$$
\begin{aligned}
P_{\downarrow \uparrow}= & \frac{1+\cos ^{2} \frac{s}{2}}{4} \left\lvert\,\left[h(s) \sin \frac{1}{2}\left(\frac{\omega t}{1+\omega^{2} t^{2}}\right)+\right.\right. \\
& \left.2\left[\frac{d h(s)}{d s}-\frac{\sin \frac{s}{2}}{2\left(i+\cos \frac{s}{2}\right)} h(s)\right] \cos \frac{1}{2}\left(\frac{\omega t}{1+\omega^{2} t^{2}}\right)\right]\left.\right|^{2}
\end{aligned}
$$

This result coincides with that in [7] and [21].

## 6 Conclusion

By using the formalism of the path integral and the fermionic coherent states approach, we have been able to calculate the explicit expression of the propagator relative to spin $1 / 2$ interacting with time dependent magnetic field. To treat the spin dynamics, we have used the Schwinger's recipe which replaces the Pauli matrices by a pair of fermionic oscillators. The introduction of a particular rotations in coherent state space has eliminated the rotation angle of the magnetic field and has then simplified somewhat the Hamiltonian of the considered system. As a consequence, we have been able to integrate over the spin variables described by fermionic oscillators. The exactness of the result is displayed in the evaluation of the transition probability formula.
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# New Complexity Analysis of the Path Following Method for Linear Complementarity Problem 
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#### Abstract

In this paper, we present an interior point algorithm for solving an optimization problem using the central path method. By an equivalent reformulation of the central path, we obtain a new search direction which targets at a small neighborhood of the central path. For a full-Newton step interior-point algorithm based on this search direction, the complexity bound of the algorithm is the best known for linear complementarity problem. For its numerical tests some strategies are used and indicate that the algorithm is efficient.


## 1 Introduction

Let us consider the linear complementarity problem (LCP): find vectors $x$ and $y$ in real space $\mathbb{R}^{n}$ that satisfy the following conditions

$$
\begin{equation*}
x \geq 0, y=M x+q \geq 0 \text { and } x^{t} y=0, \tag{1}
\end{equation*}
$$

where $q$ is a given vector in $\mathbb{R}^{n}$ and $M$ is a given $\mathbb{R}^{n \times n}$ real matrix. The linear complementarity problems have important applications in mathematical programming and various areas of engineering [1, 2]. Primal-dual path-following are the most attractive methods among interior point methods to solve a large wide of optimization problems because of their polynomial complexity and their simulation efficiency [3-8]. In this paper we deal with the complexity analysis and the numerical implementation of a primal-dual interior point algorithm based on new kernel function. These algorithms are based on the strategy of the central path and on a method for finding a new

[^5]search directions. This technique was used first by Darvay for linear optimization, we reconsider this technique to the monotone linear complementarity problem case where we show also that this short-step algorithm deserves the best current polynomial complexity namely, which is analogous to linear optimization problem. Finally, the algorithm is applied on some monotone linear complementarity problems.

The paper is organized as follows. In the next section, the statement of the problem is presented. In Sect. 3, we deal with the new search directions and the description of the algorithm. In Sect.4, we state its polynomial complexity. In Sect. 5, we present a numerical implementation. In Sect. 6, a conclusion and remarks are given.

The following notations are used throughout the paper. $\mathbb{R}^{n}$ denotes the space of real $n$-dimensional vectors and $\mathbb{R}_{+}^{n}$ the nonnegative orthant of $\mathbb{R}^{n}$. Let $u, v \in$ $\mathbb{R}^{n}, u^{t} v=\sum_{i=1}^{n} u_{i} v_{i}$ is their inner product, $\|u\|=\sqrt{u^{t} u}$ is the Euclidean norm and $\|u\|_{\infty}=\max _{1 \leq i \leq n}\left|u_{i}\right|$ is the maximum norm, $\left.e=^{\prime} 1,1, \ldots, 1\right)^{t}$ is the vector of ones in $\mathbb{R}^{n}$. Given vectors $x$ and $y$ in $\mathbb{R}^{n} x y=\left(x_{1} y_{1}, \ldots, x_{n} y_{n}\right)$ denotes the Hadamard coordinate-wise product of the two vectors $x$ and $y$.

## 2 Presentation of the Problem

The feasible set and the strictly feasible set and the solution set of (1) are denoted, respectively by

$$
\begin{aligned}
S & =\left\{(x, y) \in \mathbb{R}^{2 n}: y=M x+q, x \geq 0, y \geq 0\right\}, \\
S_{s t r} & =\{(x, y) \in S: x>0, y>0\}, \\
\Omega & =\left\{(x, y) \in S: x>0, y>0 \text { and } x^{t} y=0\right\} .
\end{aligned}
$$

In this paper, we assume that the following assumptions hold

1. The strictly feasible set $S_{s t r}$ is not empty
2. The matrix $M$ is a positive semidefinite matrix

These assumptions imply that $S_{s t r}$ is the relative interior of $S$ and $\Omega$ is a non empty polyhedral convex and bounded set. In addition (1), is equivalent to the following convex quadratic problem, see, e.g., [6].

$$
\begin{equation*}
\min \left\{x^{t} y: y=M x+q, x \geq 0, y \geq 0\right\} . \tag{2}
\end{equation*}
$$

Hence, finding the solution of (1) is equivalent to find the minimizer of (2) with its objective value is zero.

In order to introduce an interior point method to solve (2), we associate with it the following barrier minimization problem

$$
\begin{equation*}
\min \left\{f_{\mu}(x, y)=x^{t} y-\mu \sum_{i=1}^{n} \ln \left(x_{i} y_{i}\right): y=M x+q, x>0, y>0\right\} \tag{3}
\end{equation*}
$$

where $\mu>0$ is a positive real number and it is called the barrier parameter.
The problem (2) is a convex optimization problem and then its first order optimality conditions are:

$$
\left\{\begin{array}{l}
M x+q=y  \tag{4}\\
x y=\mu e \\
x>0, y>0 .
\end{array}\right.
$$

If the Assumptions (1) and (2) hold then for a fixed $\mu>0$, the problem (3) and the system (4) have a unique solution [5, 6] denoted as $(x(\mu), y(\mu))$, with $x(\mu)>0$ and $y(\mu)>0$. We call $(x(\mu), y(\mu))$, with $\mu>0$, the $\mu$-centers of (3) or (4). The set of the $\mu$-centers defines the so-called the central path of (1).

In the next section, we introduce a method for tracing the central path based a new class of search directions.

## 3 New Class of Search Directions

Now, following [9] the basic idea behind this approach is to replace the non linear equation:

$$
\frac{x y}{\mu}=e
$$

in (4) by an equivalent equation

$$
\psi\left(\frac{x y}{\mu}\right)=\psi(e)
$$

where $\psi$, is a real valued function on $[0, \infty)$ and differentiable on $[0, \infty)$ such that $\psi(t)$ and $\psi^{\prime}(t)>0$, for all $t>0$. Then the system (4) can be written as the following equivalent form:

$$
\left\{\begin{array}{l}
M x+q=y  \tag{5}\\
\psi\left(\frac{x y}{\mu}\right)=\psi(e) \\
x>0, y>0
\end{array}\right.
$$

Suppose that we have $(x, y) \in S_{s t r}$. Applying Newton's method for the system (5), we obtain a new class of search directions:

$$
\left\{\begin{array}{l}
M \Delta x=y  \tag{6}\\
\frac{y}{\mu} \psi^{\prime}\left(\frac{x y}{\mu}\right) \Delta x+\frac{x}{\mu} \psi^{\prime}\left(\frac{x y}{\mu}\right) \Delta y=\psi(e)-\psi\left(\frac{x y}{\mu}\right) .
\end{array}\right.
$$

Now, the following notations are useful for studying the complexity of the proposed algorithm.

The vectors

$$
v=\sqrt{\frac{x y}{\mu}} \text { and } d=\sqrt{\frac{x y^{-1}}{\mu}}
$$

and observe that these notations lead to

$$
\begin{equation*}
d^{-1} x=d y=v \tag{7}
\end{equation*}
$$

Denote by

$$
d_{x}=d^{-1} \Delta x, d_{y}=d \Delta y
$$

and hence, we have

$$
\begin{equation*}
\mu v\left(d_{x}+d_{y}\right)=y \Delta x+x \Delta y \tag{8}
\end{equation*}
$$

and

$$
d_{x} d_{y}=\frac{\Delta x \Delta y}{\mu} .
$$

So using (7) and (8), the system (6) becomes

$$
\left\{\begin{array}{l}
\bar{M} d_{x}=d_{y} \\
d_{x}+d_{y}=p_{v}
\end{array}\right.
$$

where $\bar{M}=D M D$ with $D=\operatorname{diag}(d)$ and

$$
p_{v}=\frac{\psi(e)-\psi\left(v^{2}\right)}{v \psi^{\prime}\left(v^{2}\right)}
$$

As in [10], we shall consider the following function

$$
\psi(t)=(m+1) t^{2}-(m+2) t+\frac{1}{t^{m}} \text { for all } t>0, \text { where } m>4,
$$

and

$$
\psi^{\prime}(t)=2(m+1) t-(m+2)-m \frac{1}{t^{m+1}} \text { for all } t>0
$$

Hence, the Newton directions in (6) is

$$
\left\{\begin{array}{l}
M \Delta x=\Delta y  \tag{9}\\
\frac{y}{\mu} \Delta x+\frac{x}{\mu} \Delta y=\frac{-(m+1) v^{2}+(m+2) v-\frac{1}{v^{m}}}{2(m+1) v-(m+2)-m \frac{1}{v^{m+1}}}
\end{array}\right.
$$

### 3.1 The Generic Interior-Point Algorithm for (LC P)

In this paper, we replace $\psi(t)$ with a new kernel function $\psi(t)$ which is defined in the previous section and assume that $\tau \geq 1$.

The new interior-point algorithm works as follows. Assume that we are given a strictly feasible point $(x, y)$ which is in a $\tau$-neighborhood of the given $\mu$-center. Then we decrease $\mu$ to $\mu^{+}=(1-\theta) \mu$, for some fixed $\theta \in(0,1)$ and then we solve the Newton system (6) to obtain the unique search direction. The positivity condition of a new iterate is ensured with the right choice of the step size $\alpha$ which is defined by some line search rule. This procedure is repeated until we find a new iterate ( $x^{+}, y^{+}$) that is in a $\tau$-neighborhood of the $\mu^{+}$-center. Then $\mu$ is again reduced by the factor $1-\theta$ and we solve the Newton system targeting at the new $\mu^{+}$-center, and so on. This process is repeated until $\mu$ is small enough, i.e., $n \mu \leq \varepsilon$.

The parameters $\tau, \theta$ and the step size $\alpha$ should be chosen in such a way that the algorithm is optimized in the sense that the number of iterations required by the algorithm is as small as possible. The choice of the so-called barrier update parameter $\theta$ plays an important role both in theory and practice of IPMs.

The algorithm for our $I P M$ for the $(L C P)$ is given as follows:

## $I P M$ for the ( $L C P$ )

```
Begin algorithm
Input:
an accuracy parameter \(\varepsilon>0\),
an update parameter \(\theta, 0<\theta<1\),
a threshold parameter \(\tau, 0<\tau<1\),
a strictly feasible point \(\left(x^{0}, y^{0}\right)\) and \(\mu^{0}=\frac{\left.\left(x^{0}\right)^{t} y^{0}\right)}{n}\) such that \(\delta\left(x^{0} y^{0}, \mu^{0}\right) \leq \tau\).
begin
\(x:=x^{0}, y:=y^{0}, \mu:=\mu^{0}\),
    While \((n \mu) \geq \varepsilon\) do
        begin
    \(\mu=(1-\theta) \mu\)
        While \(\left(\delta\left(x^{0} y^{0}, \mu^{0}\right)>\tau\right)\) do
        begin
            Solve system (3.2) to obtain ( \(\Delta x, \Delta y\) ),
            Determine a step size \(\alpha\)
            \(x:=x+\alpha \triangle x\)
\(y:=y+\alpha \triangle y\)
        End While
    End While
End algorithm.
```

In the next section, we give the properties of the kernel function which are essential to our complexity analysis.

Lemma 1 For $\psi(t)$, we have the following:
(i) $\psi(t)$ is exponentially convex for all $t>0$,
(ii) $\psi^{\prime \prime}(t)$ is monotonically decreasing for all $t>0$,
(iii) $t \psi^{\prime \prime}(t)-\psi^{\prime}(t)>0$ for all $t>0$.

Proof For (i), by Lemma 2.1.2 in [11], it suffices to show that the function $\psi(t)$ satisfies $t \psi^{\prime \prime}(t)+\psi^{\prime}(t) \geq 0$, for all $t>0$. We have

$$
\begin{aligned}
t \psi^{\prime \prime}(t)+\psi^{\prime}(t)= & t\left(2(m+1)-m(-m-1) t^{-m-2}\right) \\
& +\left(2(m+1) t-(m+2)-m t^{-m-1}\right) \\
= & 4(m+1) t+m^{2} t^{-m-1}-(m+2) .
\end{aligned}
$$

Let

$$
g(t)=4(m+1) t+m^{2} t^{-m-1}-(m+2) .
$$

Then

$$
\begin{gathered}
g^{\prime}(t)=4(m+1)-m^{2}(m+1) t^{-m-2} \\
g^{\prime \prime}(t)=m^{2}(m+1)(m+2) t^{-m-3}>0 \text { for all } t>0
\end{gathered}
$$

Let $g^{\prime}(t)=0$, we get $t=\left(\frac{m^{2}}{4}\right)^{\frac{1}{m+2}}$. Since $g(t)$ is strictly convex and has a global minimum, $g\left(\left(\frac{m^{2}}{4}\right)^{\frac{1}{m+2}}\right)>0$. And by Lemma 2.1.2 in [12], we have the result.

For $(i i)$, we have $\psi(t)>0$, so we have the result.
For (iii), we have

$$
t \psi^{\prime \prime}(t)-\psi^{\prime}(t)=m(m+2) t^{-m-1}+(m+2)>0 \text { for all } t>0 .
$$

Lemma 2 For $\psi(t)$, we have the following.

$$
\begin{gather*}
(m+1)(t-1)^{2} \leq \psi(t) \leq \frac{1}{4(m+1)} \psi^{\prime}(t)^{2}, \text { for all } t>0,  \tag{10}\\
\psi(t) \leq \frac{(m+1)(m+2)}{2}(t-1)^{2}, \text { for all } t \geq 1 \tag{11}
\end{gather*}
$$

Proof For (10), we have

$$
\psi(t)=\int_{1}^{t} \int_{1}^{\xi} \psi^{\prime \prime}(\zeta) d \zeta d \xi \geq 2(m+1) \int_{1}^{t} \int_{1}^{\xi} d \zeta d \xi=(m+1)(t-1)^{2}
$$

also,

$$
\begin{aligned}
\psi(t) & =\int_{1}^{t} \int_{1}^{\xi} \psi^{\prime \prime}(\zeta) d \zeta d \xi \\
& \leq \frac{1}{2(m+1)} \int_{1}^{t} \int_{1}^{\xi} \psi^{\prime \prime}(\xi) \psi^{\prime \prime}(\zeta) d \zeta d \xi=\frac{1}{2(m+1)} \int_{1}^{t} \psi^{\prime \prime}(\xi) \psi^{\prime}(\xi) d \xi \\
& =\frac{1}{2(m+1)} \int_{1}^{t} \psi^{\prime}(\xi) d\left(\psi^{\prime}(\xi)\right)=\frac{1}{4(m+1)} \psi^{\prime}(t)^{2}
\end{aligned}
$$

For (11), using Taylor's Theorem, we have

$$
\begin{aligned}
\psi(t) & =\psi(1)+\psi^{\prime}(1)(t-1)+\frac{1}{2} \psi^{\prime \prime}(1)(t-1)^{2}+\frac{1}{6} \psi^{\prime \prime \prime}(\xi)(\xi-1)^{3} \\
& =\frac{1}{2} \psi^{\prime \prime}(1)(t-1)^{2}+\frac{1}{6} \psi^{\prime \prime \prime}(\xi)(\xi-1)^{3} \\
& \leq \frac{1}{2} \psi^{\prime \prime}(1)(t-1)^{2} \\
& =\frac{(m+1)(m+2)}{2}(t-1)^{2} .
\end{aligned}
$$

This completes the proof.
Now, we define $\gamma:(0, \infty) \rightarrow(1, \infty)$ be the inverse function of $\psi(t)$ for all $t \geq 1$ and $\rho:(0, \infty) \rightarrow(0,1)$ be the inverse function of $-\frac{1}{2} \psi^{\prime}(t)$ for all $t \in(0,1)$. then we have the following Lemma.

Lemma 3 For $\psi(t)$, we have the following

$$
\begin{equation*}
\sqrt{\frac{s}{m+1}+1} \leq \gamma(s) \leq 1+\sqrt{\frac{s}{m+1}}, s \geq 0 \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho(s) \geq\left(\frac{m}{2 s+m}\right)^{\frac{1}{m+1}}, s \geq 0 \tag{13}
\end{equation*}
$$

Proof For (12), let $s=\psi(t), t \geq 1$, i.e., $\gamma(s)=t, t \geq 1$, then we have

$$
(m+1) t^{2}=s+(m+2) t-t^{-m} .
$$

Because $(m+2) t-t^{-m}$ is monotone increasing with respect to $t \geq 1$, we have

$$
(m+1) t^{2} \geq s+m+1
$$

which implies that

$$
t=\gamma(s) \geq \sqrt{\frac{s}{m+1}+1} .
$$

We have

$$
s=\psi(t) \geq(m+1)(t-1)^{2}
$$

so

$$
t=\gamma(s) \leq 1+\sqrt{\frac{s}{m+1}} .
$$

For (13), let $z=-\frac{1}{2} \psi^{\prime}(t)$ for all $t \in(0,1)$. By the definition of $\rho$, we have $\rho(z)=t$ and $2 z=-\psi^{\prime}(t)$. Then

$$
m t^{-m-1}=2 z+2(m+1) t-(m+2)
$$

Because $2(m+1) t-(m+2)$ is monotone increasing with respect to $t \in(0,1)$, we have

$$
m t^{-m-1} \leq 2 z+m,
$$

which implies that

$$
\rho(z)=t \geq\left(\frac{m}{2 z+m}\right)^{\frac{1}{m+1}} .
$$

This completes the proof.
Lemma 4 Let $\gamma:(0, \infty) \rightarrow(1, \infty)$, be the inverse function of $\psi(t)$ for all $t \geq 1$. Then we have

$$
\begin{equation*}
\delta(\beta v) \leq n \psi\left(\beta \gamma\left(\frac{\delta(v)}{n}\right)\right), \quad \beta \geq 1 . \tag{14}
\end{equation*}
$$

Proof Using Theorem 3.2 in [10], we get the result. This completes the proof.
Lemma 5 Let $0 \leq \theta \leq 1, v^{+}=\frac{1}{\sqrt{1-\theta}} v$. If $\delta(v) \leq \tau$, then we have

$$
\begin{equation*}
\delta\left(v^{+}\right) \leq \frac{(m+1)(m+2)}{2(1-\theta)}\left(\sqrt{n} \theta+\sqrt{\frac{\tau}{m+1}}\right)^{2} . \tag{15}
\end{equation*}
$$

Proof Since $\frac{1}{\sqrt{1-\theta}} \geq 1$ and $\gamma\left(\frac{\delta(v)}{n}\right) \geq 1$, we have $\frac{\gamma\left(\frac{\delta(v)}{n}\right)}{\sqrt{1-\theta}} \geq 1$. Using Lemma 4 with $\beta=\sqrt{1-\theta},(12),(13)$ and $\delta(v) \leq \tau$, we have

$$
\begin{aligned}
\delta\left(v^{+}\right) & \leq n \psi\left(\frac{1}{\sqrt{1-\theta}} \gamma\left(\frac{\delta(v)}{n}\right)\right) \\
& \leq n \frac{(m+1)(m+2)}{2}\left(\frac{1}{\sqrt{1-\theta}} \gamma\left(\frac{\delta(v)}{n}\right)-1\right)^{2} \\
& =n \frac{(m+1)(m+2)}{2(1-\theta)}\left(\gamma\left(\frac{\delta(v)}{n}\right)-\sqrt{1-\theta}\right)^{2} \\
& \leq n \frac{(m+1)(m+2)}{2(1-\theta)}\left(1+\sqrt{\frac{\delta(v)}{(m+1) n}}-\sqrt{1-\theta}\right)^{2} \\
& \leq n \frac{(m+1)(m+2)}{2(1-\theta)}\left(\theta+\sqrt{\left.\frac{\tau}{(m+1) n}\right)^{2}}\right. \\
& \leq n \frac{(m+1)(m+2)}{2(1-\theta)}\left(\sqrt{n} \theta+\sqrt{\frac{\tau}{(m+1) n}}\right)^{2} .
\end{aligned}
$$

This completes the proof.
Denote

$$
\begin{equation*}
\Psi_{0}=L(n, \theta, \tau)=n \frac{(m+1)(m+2)}{2(1-\theta)}\left(\sqrt{n} \theta+\sqrt{\frac{\tau}{(m+1) n}}\right)^{2} \tag{16}
\end{equation*}
$$

then $\Psi_{0}$ is an upper bound for $\Psi(V)$ during the process of the algorithm.

## 4 Analysis of Algorithm

The aim of this paper is to define a new kernel function and to obtain new complexity results for an (LCP) problem using the proximity function defined by the kernel function and following the approach of Bai et al. [10].

In the following, we compute a proper step size $\alpha$ and the decrease of the proximity function during an inner iteration and give the complexity results of the algorithm. For fixed $\mu>0$.

### 4.1 Determining a Default Step Size

Taking a step size $\alpha$, we have new iterates

$$
x^{+}=x+\alpha \Delta x, y^{+}=y+\alpha \Delta y
$$

Let

$$
\begin{aligned}
& x^{+}=x\left(e+\alpha \frac{\Delta x}{x}\right)=x\left(I+\alpha \frac{d_{x}}{v}\right)=\frac{x}{v}\left(v+\alpha d_{x}\right), \\
& y^{+}=y\left(e+\alpha \frac{\Delta y}{y}\right)=y\left(e+\alpha \frac{d_{y}}{v}\right)=\frac{y}{v}\left(v+\alpha d_{y}\right) .
\end{aligned}
$$

So, we have

$$
v^{+}=\left(\left(v+\alpha d_{x}\right)^{\frac{1}{2}}\left(v+\alpha d_{y}\right)\left(v+\alpha d_{x}\right)^{\frac{1}{2}}\right)^{\frac{1}{2}} .
$$

Since the proximity after one step is defined by

$$
\delta\left(v^{+}\right)=\delta\left(\left(\left(v+\alpha d_{x}\right)^{\frac{1}{2}}\left(v+\alpha d_{y}\right)\left(v+\alpha d_{x}\right)^{\frac{1}{2}}\right)^{\frac{1}{2}}\right) .
$$

By ( $i$ ) in Lemma 2, we have

$$
\begin{aligned}
\delta\left(v^{+}\right) & =\delta\left(\left(\left(v+\alpha d_{x}\right)\left(v+\alpha d_{y}\right)\right)^{\frac{1}{2}}\right), \\
& \leq \frac{1}{2}\left(\delta\left(v+\alpha d_{x}\right)+\delta\left(v+\alpha d_{y}\right)\right) .
\end{aligned}
$$

Define, for $\alpha>0$,

$$
f(\alpha)=\delta\left(V^{+}\right)-\delta(V)
$$

Therefore, we have $f(\alpha) \leq f_{1}(\alpha)$, where

$$
\begin{equation*}
f_{1}(\alpha)=\frac{1}{2}\left(\delta\left(v+\alpha d_{x}\right)+\delta(v+\alpha d)\right)-\delta(v) \tag{17}
\end{equation*}
$$

Obviously,

$$
f(0)=f_{1}(0)=0
$$

Throughout the paper, we assume that $\tau \geq 1$. Using Lemma 5 and the assumption that $\delta(v) \geq \tau$, we have $\delta(v) \geq \sqrt{(m+1)}$.

By the definition of $\rho$, the largest step size of the worse case is given as follows:

$$
\begin{equation*}
\alpha^{*}=\frac{\rho(\delta)-\rho(2 \delta)}{2 \delta} . \tag{18}
\end{equation*}
$$

Lemma 6 Let the definition of $\rho$ and $\alpha^{*}$ be as defined in (18), then we have

$$
\alpha^{*} \geq \frac{1}{(m+1)(m+2)^{\frac{m+2}{m+1}}} .
$$

Proof Using Lemma 4.4 in [10], the definition of $\psi^{\prime \prime}(t)$, we have

$$
\begin{aligned}
\alpha^{*} & \geq \frac{1}{\psi^{\prime \prime}(\rho(2 \delta))}=\frac{1}{2(m+1)+\frac{m(m+1)}{\rho(2 \delta)^{m+2}}} \\
& \geq \frac{1}{2(m+1)+m(m+1)\left(\frac{4 \delta+m}{m}\right)^{\frac{m+2}{m+1}}} \\
& \geq \frac{1}{2(m+1) \delta+3 m(m+2) \delta^{\frac{m+2}{m+1}}} \\
& \geq \frac{1}{3(m+1)(m+2) \delta^{\frac{m+2}{m+1}}} .
\end{aligned}
$$

This completes the proof.
For using $\bar{\alpha}$ as the default step size in the algorithm, define the $\bar{\alpha}$ as follows

$$
\begin{equation*}
\bar{\alpha}=\frac{1}{3(m+1)(m+2) \delta^{\frac{m+2}{m+1}}} . \tag{19}
\end{equation*}
$$

### 4.2 Decrease of the Proximity Function During an Inner Iteration

Now, we show that our proximity function $\delta$ with our default step size $\bar{\alpha}$ is decreasing. It can be easily established by using the following result:

Lemma 7 (see [7]) Let $h(t)$ be a twice differentiable convex function with $h(0)=$ $0, h^{\prime}(0)<0$ and let $h(t)$ attain its (global) minimum at $t>0$. If $h^{\prime \prime}(t)$ is increasing for $t \in\left[0, t^{*}\right]$, then

$$
h(t)=\frac{t h^{\prime}(0)}{2} .
$$

Let the univariate function $h$ be such that

$$
h(0)=f_{1}(0)=0, h^{\prime}(0)=f_{1}^{\prime}(0)=-2 \delta^{2}, h^{\prime \prime}(\alpha)=2 \delta^{2} \psi^{\prime \prime}(v-2 \alpha \delta) .
$$

Since $f_{2}(\alpha)$ holds the condition of the above lemma,

$$
f(\alpha) \leq f_{1}(\alpha) \leq f_{2}(\alpha) \leq \frac{f_{2}^{\prime}(0)}{2} \alpha, \text { for all } 0 \leq \alpha \leq \alpha^{*} .
$$

We can obtain the upper bound for the decreasing value of the proximity in the inner iteration by the above lemma.

Theorem 8 Let $\bar{\alpha}$ be a step size as defined in (19) and $\delta=\delta(v) \geq \tau=1$. Then we have

$$
f(\bar{\alpha}) \leq-\frac{(m+1)^{\frac{-m-2}{2(m+1)}}}{3(m+2)} \Psi(V)^{\frac{m}{2(m+1)}} .
$$

Proof For all $\bar{\alpha} \leq \alpha^{*}$, we have

$$
\begin{aligned}
f(\bar{\alpha}) & \leq-\bar{\alpha} \delta^{2}=-\frac{1}{3(m+1)(m+2) \delta^{\frac{m+2}{m+1}}} \delta^{2} \\
& =-\frac{1}{3(m+1)(m+2)} \delta^{\frac{m}{m+1}} \\
& \leq-\frac{1}{3(m+1)(m+2)}(\sqrt{(m+1) \delta(v)})^{\frac{m}{m+1}} \\
& \leq-\frac{(m+1)^{\frac{m}{2(m+1)}}}{3(m+1)(m+2)} \delta(v)^{\frac{m}{2(m+1)}} \\
& \leq \frac{(m+1)^{\frac{-m-2}{2(m+1)}}}{3(m+2)} \delta(v)^{\frac{m}{2(m+1)}} .
\end{aligned}
$$

This completes the proof.

### 4.3 Iteration Bound

We need to count how many inner iterations are required to return to the situation where $\delta(v) \leq \tau$ after a $\mu$-update. We denote the value of $\delta(v)$ after $\mu$ update as $\delta_{0}$ the subsequent values in the same outer iteration are denoted as $\delta_{k}, k=1, \ldots$ If $K$ denotes the total number of inner iterations in the outer iteration, then we have

$$
\delta_{0} \leq L=O(n, \theta, \tau), \delta_{K-1}>\tau, 0 \leq \delta_{K} \leq \tau
$$

and according to (14),

$$
\delta_{k+1} \leq \delta_{k}-\frac{(m+1)^{\frac{-m-2}{2(m+1)}}}{3(m+2)} \delta_{k}^{\frac{m}{2(m+1)}} .
$$

At this stage we invoke the following lemma from Lemma 14 in [7]
Lemma 9 (see [7]) Let $t_{0}, t_{1}, \ldots, t_{k}$ be a sequence of positive numbers such that

$$
t_{k+1} \leq t_{k}-\beta t_{k}^{1-v}, k=0,1, \ldots, K-1
$$

where $\beta>0,0<\nu \leq 1$; then

$$
K \leq \frac{t_{0}^{v}}{\beta \nu}
$$

Letting

$$
t_{k}=\delta_{k}, \beta=\frac{(m+1)^{\frac{-m-2}{2(m+1)}}}{3(m+2)} \text { and } v=\frac{m+2}{2(m+1)}
$$

we can get the following lemma
Lemma 10 Let $K$ be the total number of inner iterations in the outer iteration. Then we have

$$
K \leq 6(m+1)^{\frac{3 m+4}{2(m+1)}} \delta_{0}^{\frac{m+2}{2(m+1)}}
$$

Proof Using Lemma 9, we have

$$
K \leq \frac{\delta_{0}^{\nu}}{\beta v}=6(m+1)^{\frac{3 m+4}{2(m+1)}} \delta_{0}^{\frac{m+2}{2(m+1)}} .
$$

This completes the proof.
Now we estimate the total number of iterations of our algorithm.
Theorem 11 If $\tau \geq 1$, the total number of iterations is not more than

$$
6(m+1)^{\frac{3 m+4}{2(m+1)}} \delta_{0}^{\frac{m+2}{2(m+1)}} \frac{1}{\theta} \log \frac{n \mu^{0}}{\varepsilon} .
$$

Proof In the algorithm, $n \mu \leq \varepsilon$, $\mu^{k}=(1-\theta)^{k} \mu^{0}$ and $\mu^{0}=\frac{\left.\left(x^{0}\right)^{t} y^{0}\right)}{n}$. By simple computation, we have

$$
K \leq \frac{1}{\theta} \log \frac{n \mu^{0}}{\varepsilon} .
$$

Therefore, the number of outer iterations is bounded above by $\frac{1}{\theta} \log \frac{n \mu^{0}}{\varepsilon}$. Multiplying the number of outer iterations by the number of inner iterations, we get an upper bound for the total number of iterations, namely,

$$
6(m+1)^{\frac{3 m+4}{2(m+1)}} \delta_{0}^{\frac{m+2}{2(m+1)}} \frac{1}{\theta} \log \frac{n \mu^{0}}{\varepsilon} .
$$

This completes the proof.

## 5 Numerical Tests

In this section, we deal with the numerical implementation of this algorithm applied to some problems of monotone LC Ps. Here we used Iter means the iterations number produced by the algorithm. The implementation is manipulated in DEV C++. Our tolerance is $\varepsilon=10^{-6}$. For the update parameter we have vary $0<\theta<1$. Finally we note that the linear system of Newton in (6) is solved thanks to Gauss.

Example 12

$$
M=\left(\begin{array}{ccccc}
0 & 0 & 2 & 1 & 0 \\
0 & 0 & 1 & 2 & 1 \\
-2 & -1 & 0 & 0 & 0 \\
-1 & -2 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0
\end{array}\right), q=(-4-5873),
$$

The numerical results are presented in the following table.

| Function | Large update | Short update | $\theta$ Iter |
| :---: | :---: | :---: | :---: |
| $\frac{t^{2}-1}{2}-\log t$ | $O\left(n \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{ll} 0.15 & 84 \\ 0.30 & 75 \\ 0.60 & 35 \\ 0.95 & 24 \end{array}\right\|$ |
| $\frac{t^{2}-1}{2}+\frac{t^{1-q}}{q(q-1)}-\frac{q-1}{q}(t-1)$ | $O\left(q n^{\frac{q+1}{2 q}} \log \frac{n}{\varepsilon}\right)$ | $O\left(q \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{cc} 0.15 & 83 \\ 0.30 & 77 \\ 0.60 & 64 \\ 0.95 & 28 \end{array}\right\|$ |
| $\frac{t^{2}-1}{2}+\frac{(e-1)^{2}}{e\left(e^{t}-1\right)}-\frac{e-1}{e}$ | $O\left(n^{\frac{3}{4}} \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\begin{array}{\|ll\|} 0.15 & 79 \\ 0.30 & 67 \\ 0.60 & 56 \\ 0.95 & 34 \\ \hline \end{array}$ |
| $\frac{1}{2}\left(t-\frac{1}{t}\right)^{2}$ | $O\left(n^{\frac{2}{3}} \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{ll} 0.15 & 82 \\ 0.30 & 76 \\ 0.60 & 45 \\ 0.95 & 19 \end{array}\right\|$ |
| $\begin{gathered} \frac{t^{p+1}-1}{p+1}+\frac{t^{1-q}-1}{q-1} \\ p \in[0,1], q>1 \end{gathered}$ | $O\left(q n^{\frac{p+q}{q(1+p)}} \log \frac{n}{\varepsilon}\right)$ | $O\left(q^{2} \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{cc} 0.15 & 78 \\ 0.30 & 75 \\ 0.60 & 58 \\ 0.95 & 27 \end{array}\right\|$ |
| $(m+1) t_{\substack{2 \\ t>0, m>4}}(m+2) t+\frac{1}{t^{m}},$ | $O\left(m^{\frac{3 m+1}{2 m}} n^{\frac{m+1}{2 m}} \log \frac{n}{\varepsilon}\right)$ | $O\left(m^{\frac{3 m+1}{2 m}} \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{ll} 0.15 & 83 \\ 0.30 & 63 \\ 0.60 & 24 \\ 0.95 & 12 \end{array}\right\|$ |

## Example 13

$$
M=\left(\begin{array}{llllllllll}
0 & 0 & 0 & 0 & 0 & 3 & 0.8 & 0.32 & 1.128 & 0.0512 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0.8 & 0.32 & 0.128 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0.8 & 0.32 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0.8 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-0.8 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-0.32 & -0.8 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1.128 & -0.32 & -0.8 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-0.0512 & -1.128 & -0.32 & -0.8 & -1 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

and

$$
q=(-0.0256-0.064-0.165 .59-11111111) .
$$

The numerical results are presented in the following table.

| Function | Large update | Short update | $\theta$ Iter |
| :---: | :---: | :---: | :---: |
| $\frac{t^{2}-1}{2}-\log t$ | $O\left(n \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{ll} 0.15 & 83 \\ 0.30 & 77 \\ 0.60 & 45 \\ 0.95 & 14 \end{array}\right\|$ |
| $\frac{t^{2}-1}{2}+\frac{t^{1-q}}{q(q-1)}-\frac{q-1}{q}(t-1)$ | $O\left(q n^{\frac{q+1}{2 q}} \log \frac{n}{\varepsilon}\right)$ | $O\left(q \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{ll} 0.15 & 85 \\ 0.30 & 78 \\ 0.6061 \\ 0.95 & 23 \end{array}\right\|$ |
| $\frac{t^{2}-1}{2}+\frac{(e-1)^{2}}{e\left(e^{t}-1\right)}-\frac{e-1}{e}$ | $O\left(n^{\frac{3}{4}} \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{ll} 0.15 & 79 \\ 0.30 & 61 \\ 0.60 & 33 \\ 0.95 & 14 \end{array}\right\|$ |
| $\frac{1}{2}\left(t-\frac{1}{t}\right)^{2}$ | $O\left(n^{\frac{2}{3}} \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left.\begin{array}{\|ll\|} 0.15 & 80 \\ 0.30 & 78 \\ 0.60 & 41 \\ 0.95 & 17 \end{array} \right\rvert\,$ |
| $\begin{gathered} \frac{t^{p+1}-1}{p+1}+\frac{t^{1-q}-1}{q-1} \\ p \in[0,1], q>1 \end{gathered}$ | $O\left(q n^{\frac{p+q}{q(1+p)}} \log \frac{n}{\varepsilon}\right)$ | $O\left(q^{2} \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{l} 0.1576 \\ 0.3075 \\ 0.6057 \\ 0.9517 \end{array}\right\|$ |
| $\begin{gathered} (m+1) t^{2}-(m+2) t+\frac{1}{t^{m}} \\ t>0, m>4 \end{gathered}$ | $O\left(m^{\frac{3 m+1}{2 m}} n^{\frac{m+1}{2 m}} \log \frac{n}{\varepsilon}\right)$ | $O\left(m^{\frac{3 m+1}{2 m}} \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{ll} 0.15 & 81 \\ 0.30 & 43 \\ 0.60 & 14 \\ 0.95 & 5 \end{array}\right\|$ |

Example 14 Let $M \in \Re^{n \times n}$ and $q \in \Re^{n}$ defined by:

$$
M=\left(\begin{array}{ccccc}
1 & 2 & 2 & \ldots & 2 \\
0 & 1 & 2 & \ldots & 2 \\
0 & 0 & \ldots & \ldots & . \\
\ldots & \ldots & \ldots & . \\
\ldots & \ldots & \ldots & . \\
\cdots & \ldots & \ldots & 2 \\
0 & 0 & 0 & \ldots & 0
\end{array}\right), q=(-1 \ldots-1)
$$

Case 1: $n=10$. The numerical results are presented in the following table

| Function | Large update | Short update | $\theta$ Iter |
| :---: | :---: | :---: | :---: |
| $\frac{t^{2}-1}{2}-\log t$ | $O\left(n \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left.\begin{array}{\|l\|} \hline 0.15 \\ 0.30 \\ 0.32 \\ 0.60 \\ 04 \\ 0.95 \\ \hline 11 \end{array} \right\rvert\,$ |
| $\frac{t^{2}-1}{2}+\frac{t^{1-q}}{q(q-1)}-\frac{q-1}{q>1}(t-1)$ | $O\left(q n^{\frac{q+1}{2 q}} \log \frac{n}{\varepsilon}\right)$ | $O\left(q \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{c} 0.15 \\ 00 \\ 0.30 \\ 0.60 \\ 0.61 \\ 0.95 \end{array}\right\|$ |
| $\frac{t^{2}-1}{2}+\frac{(e-1)^{2}}{e\left(e^{-}-1\right)}-\frac{e-1}{e}$ | $O\left(n^{\frac{3}{4}} \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left.\begin{array}{\|l\|l\|} \hline 0.1570 \\ 0.3051 \\ 0.60 & 32 \\ 0.9512 \end{array} \right\rvert\,$ |
| $\frac{1}{2}\left(t-\frac{1}{t}\right)^{2}$ | $O\left(n^{\frac{2}{3}} \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{l\|} 0.15 \\ 0.30 \\ 0.39 \\ 0.60 ~ 40 \\ 0.95 \\ \hline \end{array}\right\|$ |
| $\begin{gathered} \frac{t^{p+1}-1}{p+1}+\frac{t^{1-q}-1}{q-1} \\ p \in[0,1], q>1 \end{gathered}$ | $O\left(q q^{\frac{p+q}{q(1+p)}} \log \frac{n}{\varepsilon}\right)$ | $O\left(q^{2} \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{c} 0.1573 \\ 0.3074 \\ 0.6045 \\ 0.95 \end{array}\right\|$ |
| $\begin{gathered} (m+1) t^{2}-(m+2) t+\frac{1}{t^{m}} \\ t>0, m>4 \end{gathered}$ | $O\left(m^{\frac{3 m+1}{2 m}} n^{\frac{m+1}{2 m}} \log \frac{n}{\varepsilon}\right)$ | $O\left(m^{\frac{3 m+1}{2 m}} \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{lll} 0.15 & 63 \\ 0.30 & 23 \\ 0.60 & 11 \\ 0.95 & 4 \end{array}\right\|$ |

Case 2: $n=15$.
The numerical results are presented in the following table.

| Function | Large update | Short update | $\theta$ Iter |
| :---: | :---: | :---: | :---: |
| $\frac{t^{2}-1}{2}-\log t$ | $O\left(n \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\begin{array}{\|l\|} \hline 0.1560 \\ 0.3052 \\ 0.6024 \\ 0.9513 \end{array}$ |
| $\frac{t^{2}-1}{2}+\frac{t^{1-q}}{q(q-1)}-\frac{q-1}{q}(t-1)$ | $O\left(q n^{\frac{q+1}{2 q}} \log \frac{n}{\varepsilon}\right)$ | $O\left(q \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{l} 0.1574 \\ 0.30 \\ 0.31 \\ 0.60 \\ 0.94 \\ 0.95 \end{array}\right\|$ |
| $\frac{t^{2}-1}{2}+\frac{(e-1)^{2}}{e\left(e^{1}-1\right)}-\frac{e-1}{e}$ | $O\left(n^{\frac{3}{4}} \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{ll} 0.15 & 63 \\ 0.30 & 51 \\ 0.60 & 32 \\ 0.95 & 13 \end{array}\right\|$ |
| $\frac{1}{2}\left(t-\frac{1}{t}\right)^{2}$ | $O\left(n^{\frac{2}{3}} \log \frac{n}{\varepsilon}\right)$ | $O\left(\sqrt{n} \log \frac{n}{\varepsilon}\right)$ | 0.1581 <br> 0.3079 <br> 0.6040 <br> 0.9513 |
| $\frac{t^{p+1}-1}{p+1}+\frac{t^{1-q}-1}{q-1}$ | $O\left(q q^{\frac{p+q}{q(1+p)}} \log \frac{n}{\varepsilon}\right)$ | $O\left(q^{2} \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{l} 0.1573 \\ 0.3074 \\ 0.6045 \\ 0.95 \end{array}\right\|$ |
| $\begin{gathered} (m+1) t^{2}-(m+2) t+\frac{1}{t>0, m>4} \boldsymbol{t ^ { m }} \end{gathered}$ | $O\left(m^{\frac{3 m+1}{2 m}} n^{\frac{m+1}{2 m}} \log \frac{n}{\varepsilon}\right)$ | $O\left(m^{\frac{3 m+1}{2 m}} \sqrt{n} \log \frac{n}{\varepsilon}\right)$ | $\left\|\begin{array}{l} 0.1545 \\ 0.3034 \\ 0.609 \\ 0.956 \end{array}\right\|$ |

## 6 Concluding Remarks

We propose a new barrier function and primal-dual interior point algorithms for $(L C P)$ problems and analyze the iteration complexity of the algorithm based on the kernel function. We have

$$
O\left(m^{\frac{3 m+1}{2 m}} n^{\frac{m+1}{2 m}} \log \frac{\left.\left(x^{0}\right)^{t} y^{0}\right)}{\varepsilon}\right)
$$

for large-update methods and

$$
O\left(m^{\frac{3 m+1}{2 m}} \sqrt{n} \log \frac{\left.\left(x^{0}\right)^{t} y^{0}\right)}{\varepsilon}\right)
$$

for small-update methods which are the best known iteration bounds for such methods. Future research might focus on the extension to symmetric cone optimization. Finally, the numerical tests some strategies are used and indicate that our kernel function used in the algorithm is efficient.
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# Branch and Bound Method to Resolve the Non-convex Quadratic Problems 

R. Benacer and Boutheina Gasmi


#### Abstract

In this paper, we present a new rectangle Branch and Bound approach for solving non convex quadratic programming problems in which we construct a new lower approximate convex quadratic function of the objective quadratic function over an n-rectangle $S^{k}=\left[a^{k}, b^{k}\right]$ or $S^{k}=\left[L^{k}, U^{k}\right]$. This quadratic function (the approximate one) is given to determine a lower bound of the global optimal value of the original problem (NQP) over each rectangle. In the other side, we apply a simple two-partition technique on rectangle, as well as, the tactics on reducing and deleting subrectangles are used to accelerate the convergence of the proposed algorithm. This proposed algorithm is proved to be convergent and shown to be effective with some examples.


## 1 Introduction

We consider the non-convex quadratic programming problems below:

$$
\left\{\begin{array}{l}
\min f(x)=\frac{1}{2} x^{T} Q x+d^{T} x  \tag{1}\\
x \in S \cap\left(X_{f}\right)
\end{array}\right.
$$

where

$$
\begin{aligned}
S^{0} & =\left\{x \in \mathbb{R}^{n}: L_{i}^{0} \leq x_{i} \leq U_{i}^{0}: i=\overline{1, n}\right\} \\
\left(D_{f}\right) & =\left\{x \in \mathbb{R}^{n}: A x \leq b ; x \geq 0\right\} \\
Q & : \text { is a real }(n \times n) \text { non-positive symmetric matrix, } \\
A & : \text { is a real }(n \times n) \text { symmetric matrix, }
\end{aligned}
$$

[^6]\[

$$
\begin{aligned}
d^{T} & =\left(d_{1}, d_{2}, \ldots, d_{n}\right) \in \mathbb{R}^{n} \\
b^{T} & =\left(b_{1}, b_{2}, \ldots, b_{m}\right) \in \mathbb{R}^{m}
\end{aligned}
$$
\]

In our life, every things, every problems are created as a mathematical problems [1]. We can also take the quotes of Galilee: "The word is created at mathematical problems"; especially "quadratic problems" that have worthy of study. Because they frequently appear in many applied field of science and technology as well as the convergent of many other nonlinear problems into this form of problems; for example: bilinear programming, quadratic $0-1$ programming, modularization of product, and etc., which can be interpreted as quadratic problems.

In this paper, we present a new rectangle Branch and Bound approach for solving non-convex quadratic programming problems, where we proposed a new lower approximate convex quadratic functions of the objective quadratic function $f$ over an $n$-rectangle. This lower approximate is given to determine a lower bound of the global optimal value of the original problem (1) over each rectangle.

To accelerate the convergence of the proposed algorithm we used a simple twopartition technique on rectangle and the tactics on reducing and deleting subrectangles from [2].

The paper is organized as follows:
In Sect. 1, we give a simple introduction of our studies in which we give and define the standard form of our problem. In Sect. 2, a new equivalent form of the objective function is proposed as an lower approximate linear functions of the quadratic form over an $n$-rectangle [3]. We can also propose as an upper approximate linear functions, but we must respect the procedure of calculate the lower and the upper bound of the original principal rectangle $S^{0}$ which is noted by $S^{k}=\left[L^{k}, U^{k}\right] \subseteq \mathbb{R}^{n}$ in the $k$-step [4]. In Sect. 3, we define a new lower approximate quadratic functions of the quadratic no convex function over an $n$-rectangle with respect to a rectangle to calculate a lower bound on the global optimal value of the original no convex problem (1). We also give a new simple rectangle partitioning method and describe rectangle reducing tactics from [2]. In Sect. 4, we give a new Branch and Reduce Algorithm in order to solving the original non-convex problem (1) [5]. In Sect. 5, we study the convergence of the proposed algorithm and we give a simple comparison between the linear approximate and the quadratic one. Finally, a conclusion of the paper is given to show and explain the effective of the proposed algorithm.

## 2 Equivalent Forms of $f$

In this section, we construct and define the equivalent form of the non-convex quadratic function which proposed as a lower approximate linear functions over an $n$-rectangle $S^{k}=\left[L^{k}, U^{k}\right]$. This work is proposed to determine the lower bound of the global optimal value of the original problem (1).

Let $\lambda_{\text {min }}$ and $\lambda_{\text {max }}$ be the minimum eigenvalue and the maximum eigenvalue of the matrix $Q$ respectively, and we show the number $\theta$ that $\theta \geq\left|\lambda_{\text {min }}\right|$.

The equivalent linear form of the objective function $f$ is given by:

$$
\begin{aligned}
f(x)= & \left(x-L^{K}\right)^{T}(Q+\theta I)\left(x-L^{K}\right)+d^{T} x-\theta \sum_{i=1}^{n} x_{i}^{2} \\
& +2\left(L^{K}\right)^{T}(Q+\theta I) x-\left(L^{K}\right)^{T}(Q+\theta I) L^{K}
\end{aligned}
$$

by the use of the lower bound $L^{k}$, and is given by:

$$
\begin{aligned}
f(x)= & \left(x-U^{K}\right)^{T}(Q+\theta I)\left(x-U^{K}\right)+d^{T} x-\theta \sum_{i=1}^{n} x_{i}^{2} \\
& +2\left(U^{K}\right)^{T}(Q+\theta I) x-\left(U^{K}\right)^{T}(Q+\theta I) U^{K}
\end{aligned}
$$

by the use of the upper bound $U^{k}$ of the rectangle $S^{k}$.
On the other hand, the convex envelope of the function $h(x)=\left(-x_{j}^{2}\right)$ over the interval $S_{j}^{k}=\left[L_{j}^{k}, U_{j}^{k}\right]$ is given by the function

$$
\bar{h}(x)=-\left(U_{j}^{k}+L_{j}^{k}\right) x_{i}+L_{j}^{k} U_{j}^{k},
$$

which is a linear function, then we get the best linear lower bound of $h(x)=$ $\sum_{j=1}^{n}\left(-x_{j}^{2}\right)$ given by:

$$
\varphi_{S^{k}}(x)=-\left(U^{k}+L^{k}\right)^{T} x+\left(L^{k}\right)^{T} U^{k}
$$

by definition, the initial rectangle $S^{0}$ is given by:

$$
S^{0}=\left\{x \in \mathbb{R}^{n}: L_{i}^{0} \leq x_{i} \leq U_{i}^{0}: i=\overline{1, n}\right\} .
$$

We subdivide this rectangle into two sub-rectangles defined by:

$$
\begin{aligned}
& S_{+1}=\left\{x \in \mathbb{R}^{n}: L_{s}^{0} \leq x_{s} \leq h_{s}^{0}: L_{j}^{0} \leq x_{j} \leq U_{j}^{0}: j=\overline{1, n}: j \neq s\right\} \\
& S_{+2}=\left\{x \in \mathbb{R}^{n}: h_{s}^{0} \leq x_{s} \leq U_{s}^{0}: L_{j}^{0} \leq x_{j} \leq U_{j}^{0}: j=\overline{1, n}: j \neq s\right\},
\end{aligned}
$$

where we calculate the point $h_{s}$ by a normal rectangular subdivision ( $\omega$-subdivision).
The lower approximate linear function of $f$ over the rectangle $S^{K}$ :
Gao et al. [2] determine the best lower approximate linear function of the objective non-convex function $f$ over the rectangle $S^{K}$, which is given by the following theorem:

Theorem 1 Consider the function $f: C \subseteq \mathbb{R}^{n} \longrightarrow \mathbb{R}$ and the rectangle $S^{0} \subseteq \mathbb{R}^{n}$, where $C \subseteq S^{0} \subseteq \mathbb{R}^{n}$. Then, the lower approximate linear function of $f$ is given by:

$$
\begin{aligned}
& L_{S^{K}}(x)=\left(a_{S^{K}}\right)^{T} x+b_{S^{K}} \\
& U_{S^{K}}(x)=\left(\overline{a_{S^{K}}}\right)^{T} x+\overline{b_{S^{K}}},
\end{aligned}
$$

where

$$
\begin{aligned}
& a_{S^{K}}=d+2(Q+\theta I) L^{K}-\theta\left(L^{K}+U^{K}\right) \\
& b_{S^{K}}=-\left(L^{K}\right)^{T}(Q+\theta I) L^{K}+\theta\left(L^{K}\right)^{T}\left(U^{K}\right) \\
& \overline{a_{S^{K}}}=d+2(Q+\theta I) U^{K}-\theta\left(L^{K}+U^{K}\right) \\
& \overline{b_{S^{K}}}=-\left(U^{K}\right)^{T}(Q+\theta I) U^{K}+\theta\left(L^{K}\right)^{T}\left(U^{K}\right) .
\end{aligned}
$$

The new lower approximate quadratic convex function of $f$ over the rectangle $S^{K}$ :

By using the president lower approximate linear function of $f$ over the rectangle $S^{K}$, we can define the new lower approximate quadratic convex function of $f$ over the same rectangle by:

$$
L_{q u a d}(x)=L_{S^{K}}(x)-\frac{1}{2} K\left(U^{K}-x\right)\left(x-L^{K}\right)
$$

and

$$
U_{q u a d}(x)=U_{S^{K}}(x)-\frac{1}{2} K\left(U^{K}-x\right)\left(x-L^{K}\right)
$$

where

- $K$ is a positive real number given by the spectral radius of the matrix $(Q+\theta I)$,
- $\theta \geq\left|\lambda_{\text {min }}\right|$,
- $L_{S^{K}}(x)$ the best lower approximate linear function of $f$ over the rectangle $S^{K}$.

The new lower approximate linear function of $f$ over the rectangle $S^{K}$ :
By using the president new lower approximate quadratic function of $f$ over the rectangle $S^{K}$, we can define the new lower approximate linear function of $f$ over the same rectangle by:

$$
\widetilde{L}_{q u a d}(x)=L_{S^{K}}(x)-\frac{1}{2} K h^{2}
$$

and

$$
\widetilde{U}_{q u a d}(x)=U_{S^{K}}(x)-\frac{1}{2} K h^{2}
$$

with $h=\left\|U^{K}-L^{K}\right\|$.
The relation between the convex quadratic approximation and the linear one We have the following theorem.

Theorem 2 The following inequalities are satisfied:

$$
\begin{aligned}
& \widetilde{L}_{\text {quad }}(x)=L_{S^{K}}(x)-\frac{1}{8} K h^{2} \leq L_{\text {quad }}(x) \leq f(x) \\
& \widetilde{U}_{\text {quad }}(x)=U_{S^{K}}(x)-\frac{1}{8} K h^{2} \leq U_{\text {quad }}(x) \leq f(x)
\end{aligned}
$$

for all $x \in\left(D_{f}\right) \cap S^{K}$ and $h=\left\|U^{K}-L^{K}\right\|$.

## Approximation error

We can estimate the approximation error by the distance between the non-convex objective function $f$ and here lower approximation functions.
(1) The linear approximation error is presented by the distance between the function $f$ and here new lower approximate linear function $\widetilde{L}_{\text {quad }}$ over the rectangle $S^{K}$. Then we have the following proposition.

Proposition 3 Let the function $f: C \subseteq \mathbb{R}^{n} \longrightarrow \mathbb{R}$, where $C \subseteq S^{0} \subseteq \mathbb{R}^{n}$ and $\theta \geq$ $\left|\lambda_{\min }\right|$ for this the matrix $(Q+\theta I)$, be semi-positive. Then we have

$$
\begin{aligned}
\max _{x \in S^{K} \cap\left(D_{f}\right)}\left\{\left|f(x)-\widetilde{L}_{\text {quad }}(x)\right|\right\} & \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{8} K h^{2}\right)\left\|U^{K}-L^{K}\right\|^{2} \\
\max _{x \in S^{K} \cap\left(D_{f}\right)}\left\{\left|f(x)-\widetilde{U}_{\text {quad }}(x)\right|\right\} & \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{8} K h^{2}\right)\left\|U^{K}-L^{K}\right\|^{2} .
\end{aligned}
$$

(2) The quadratic approximation error is presented by the distance between the function $f$ and here lower approximate quadratic function $\widetilde{L}_{\text {quad }}$ over the rectangle $S^{K}$. Then we have the following proposition.

Proposition 4 Let the function $f: C \subseteq \mathbb{R}^{n} \longrightarrow \mathbb{R}$, where $C \subseteq S^{0} \subseteq \mathbb{R}^{n}$ and $\theta \geq$ $\left|\lambda_{\min }\right|$ for this the matrix $(Q+\theta I)$, be semi-positive. Then we have

$$
\begin{aligned}
& \max _{x \in S^{K} \cap\left(D_{f}\right)}\left\{\left|f(x)-L_{\text {quad }}(x)\right|\right\} \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{2} K\right)\left\|U^{K}-L^{K}\right\|^{2} \\
& \max _{x \in S^{K} \cap\left(D_{f}\right)}\left\{\left|f(x)-U_{\text {quad }}(x)\right|\right\} \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{2} K\right)\left\|U^{K}-L^{K}\right\|^{2} .
\end{aligned}
$$

Proof By the definition of the function $L_{\text {quad }}(x)$ as well as the meaning of $\varphi_{S^{k}}(x)$, we have

$$
\begin{aligned}
f(x)-L_{\text {quad }}(x)= & f(x)-L_{S^{K}}(x)+\frac{1}{2} K\left(U^{K}-x\right)\left(x-L^{K}\right) \\
= & \left(x-L^{K}\right)^{T}(Q+\theta I)\left(x-L^{K}\right) \\
& +\left(\frac{1}{2} K+\theta\right)\left(U^{K}-x\right)\left(x-L^{K}\right) .
\end{aligned}
$$

Then, we get

$$
\begin{aligned}
\left\|f(x)-L_{\text {quad }}(x)\right\|_{\infty}= & \max \left\{f(x)-L_{\text {quad }}(x): x \in S^{K} \cap\left(D_{f}\right)\right\} \\
\leq & \left\|\left(x-L^{K}\right)^{T}(Q+\theta I)\left(x-L^{K}\right)\right\|_{\infty} \\
& +\left\|\left(\frac{1}{2} K+\theta\right)\left(U^{K}-x\right)\left(x-L^{K}\right)\right\|_{\infty} \\
\leq & \left(\rho(Q+\theta I)+\theta+\frac{1}{2} K\right)\left\|U^{K}-L^{K}\right\|^{2} .
\end{aligned}
$$

Using the same thing for the lower bound $U_{\text {quad }}(x)$ with the equivalent linear form of the objective function $f$, we obtain that

$$
\left\|f(x)-U_{q u a d}(x)\right\|_{\infty} \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{2} K\right)\left\|U^{K}-L^{K}\right\|^{2}
$$

## The quadratic approximate problem (QAP)

Construction of the interpolate problem (I P):
It is clear that

$$
f(x) \geq \max \left\{L_{\text {quad }}(x), U_{\text {quad }}(x): \forall x \in\left(X_{f}\right) \cap S^{K}\right\}=\gamma(x)
$$

This function presents the best quadratic lower bound of $f$. Similarly, we construct the interpolation problem as follows:

$$
\left\{\begin{array}{l}
\alpha_{h}=\max \widehat{x}  \tag{2}\\
\widehat{x} \in\left\{L_{\text {quad }}(x), U_{\text {quad }}(x)\right\}: \forall x \in\left(X_{f}\right) \cap S^{K}
\end{array}\right.
$$

and the convex quadratic problem is defined by

$$
\left\{\begin{array}{l}
\min \alpha_{h}  \tag{3}\\
\forall x \in\left(X_{f}\right) \cap S^{K}
\end{array}\right.
$$

Suppose that $f^{*}=f\left(x^{*}\right)$ is the global optimal value of the original problem (1) and $\widetilde{x}$ be the optimal solution of (3).

Question 1 What is the relation between $f(\widetilde{x}), f\left(x^{*}\right)$ and $L_{\text {quad }}(\widetilde{x})$ the optimal value of (3)?

Proposition 5 Let $f: C \subseteq \mathbb{R}^{n} \longrightarrow \mathbb{R}$ and $S^{0} \subseteq \mathbb{R}^{n}$, where $C \subseteq S^{0} \subseteq \mathbb{R}^{n}$. Then we have

$$
0 \leq f(\widetilde{x})-f\left(x^{*}\right) \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{2} K\right)\left\|U^{K}-L^{K}\right\|^{2}
$$

and

$$
L_{\text {quad }}(\widetilde{x}) \leq f^{*} \leq f(\widetilde{x})
$$

Proof From Proposition 4, we have:

$$
f(x)-L_{q u a d}(x) \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{2} K\right)\left\|U^{K}-L^{K}\right\|^{2}: x \in S^{K} \cap\left(D_{f}\right)
$$

and, for $x=\tilde{x}$,

$$
f(\widetilde{x})-L_{\text {quad }}(\widetilde{x}) \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{2} K\right)\left\|U^{K}-L^{K}\right\|^{2}
$$

Thus

$$
f(\widetilde{x})-f^{*}+f^{*}-L_{\text {quad }}(\widetilde{x}) \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{2} K\right)\left\|U^{K}-L^{K}\right\|^{2}
$$

and

$$
f(\widetilde{x})-f^{*} \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{2} K\right)\left\|U^{K}-L^{K}\right\|^{2}+\left(L_{q u a d}(\widetilde{x})-f^{*}\right),
$$

as well as $L_{\text {quad }}(\widetilde{x})-f^{*} \leq 0$. We obtain that:

$$
0 \leq f(\widetilde{x})-f^{*} \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{2} K\right)\left\|U^{K}-L^{K}\right\|^{2}
$$

On the other hand, we have

$$
\left\{\begin{array}{c}
L_{\text {quad }}(\widetilde{x})-f^{*} \leq 0 \\
f(\widetilde{x})-f^{*} \geq 0
\end{array} \Longrightarrow\left(L_{\text {quad }}(\widetilde{x}) \leq f^{*} \leq f(\widetilde{x})\right)\right. \text {. }
$$

Then, the proof is completed.
Question 2 Is the solution $\tilde{x}$ presented the best lower bound of the global optimal solution of (1)?

Let the estimate function be noted by

$$
E(x)=f(x)-L_{\text {quad }}(x)
$$

for all $x \in S^{K} \cap\left(D_{f}\right)$, and verified the inequality:

$$
E(\widetilde{x}) \geq f(\widetilde{x})-f^{*}
$$

Lemma 6 If $E(\widetilde{x})$ is a small value, then $f(\widetilde{x})$ is an acceptable approximative value for the global optimum $f^{*}=f\left(x^{*}\right)$ over $S^{K}$. Similarly, we find that the point $\tilde{x}$ is the global approximative solution of the global solution $x^{*}$ over the rectangle $S^{K}$.

## Remarks

1. In this method, the range of the non-convex function $f$ over the new rectangle (sub-rectangle) $S^{K}$ is small than the range over the initial rectangle $S^{\circ}$. Immediately, we obtain that the value $E(\widetilde{x})$ will be very small.
2. From Remark (1), we find that the point $\tilde{x}$ is a global approximative solution for the global optimal solution $x^{*}$ over the rectangle $S^{K}$.

## 3 The Reduction Technique (Eliminate Technique)

We get to describe the rectangle partition as follows:
step (0) Let $S^{K}=\left\{x^{k} \in \mathbb{R}^{n}: L_{i}^{K} \leq x_{i}^{k} \leq U_{i}^{K}: i=\overline{1, n}\right\}$ with $x^{k} \in S^{K}$;
step (1) we find a partition information point:

$$
h_{s}=\max \left\{\left(x_{i}-L_{i}^{K}\right)\left(U_{i}^{K}-x_{i}\right): i=\overline{1, n}\right\}
$$

step (2) if $h_{s} \neq 0$, then we divide the rectangle $S^{K}$ into two subrectangle on edge [ $L_{s}^{K}, U_{s}^{K}$ ] by the point $h_{s}$, else, we divide the rectangle $S^{K}$ into two subrectangle on the longest edge $\left[L_{s}^{K}, U_{s}^{K}\right]$ by the midpoint $\frac{L^{K}+U^{K}}{2}$ which is yet noted as $h_{s}$; step (3) the rest rectangle is yet noted as $S^{K}$.
Now, we describe the rectangle reducing tactics from [2] to accelerate the convergence of the proposed global optimization Algorithm (ARSR).

## Remarks

1. All linear constraints of the problem (1) are expressed by $\sum_{j=1}^{n} a_{i j} x_{j} \leq b_{i}: i=$ $1, n$.
2. The rectangle $S^{K}$ be also recorded as constrain to be added to the problem (1).
3. The minimum and the maximum of each function $\psi\left(x_{i}\right)=a_{i s} x_{s}$ for $i=\overline{1, n}$ over the interval $\left[L_{s}^{K}, U_{s}^{K}\right]$ are obtained at the extreme points of the same interval.

## Linearity Based Range Reduction Algorithm

We describe this algorithm to reduce and delete the rectangle $S^{K}$.

## program (LBRRA)

Let $I_{k}^{\prime}:=\{1,2,3, \ldots, n\}$ the set of the index, $P_{k}:=P$,
for $1 \leq i \leq n$ do
compute $r U_{i}:=\sum_{j=1}^{n} \max \left\{a_{i j} L_{j}^{k}, a_{i j} U_{j}^{k}\right\}$
compute $r L_{i}:=\sum_{j=1}^{n} \min \left\{a_{i j} L_{j}^{k}, a_{i j} U_{j}^{k}\right\}$
if $r L_{i}>b_{i}$ then
stop. The problem (1) is infeasible over $S^{K}$ (there are no solution of (1) over $S^{K}$, because $S^{K}$ is deleted from the subrectangle set produced through partitioning of the rectangle $S^{\circ}$ )

```
else
    if r}\mp@subsup{U}{i}{}<\mp@subsup{b}{i}{}\mathrm{ then
    the constraint is redundant.
    I
    P}k:=\mp@subsup{P}{k}{}-{x\in\mp@subsup{\mathbb{R}}{}{n}:(\mp@subsup{a}{i}{}\mp@subsup{)}{}{T}x\leq\mp@subsup{b}{i}{}
    else
        for 1\leqj\leqn do
        if }\mp@subsup{a}{ij}{}>0\mathrm{ then
        U
        else
        L
        end if
        enddo
    end if
end if
enddo
end program
```


## 4 Algorithm (ARSR): Branch and Bound

## Algorithm (ARSR): Branch and Bound

program (ARSR) initialization: determine the initial rectangle $S^{0}$ where $\left(\chi_{f}\right)$
$\subset S^{0}$ and suppose that

$$
Q L B P_{S^{0}}:=S^{0} \cap\left(\chi_{f}\right)
$$

## iteration $k$ :

if $Q L B P_{S^{0}} \neq \phi$ then
solve the quadratic problem (2) when $k=0$
Let $x^{0}$ be an optimal solution of (2) and $\alpha\left(S^{0}\right)$ be the optimal value accompanied to $x^{0}$
$H:=\left\{S^{0}\right\}$ (the set of the subrectangle of the initial rectangle $S^{0}$ )
$\alpha_{0}:=\min \left\{\alpha\left(S^{0}\right)\right\}, \beta_{0}:=f\left(x^{0}\right)$ (the upper bound of $f\left(x^{*}\right)$ )
$k:=0$
while Stop=false do if $\alpha_{k}=\beta_{k}$ then
Stop=true ( $x^{k}$ is a global optimal solution of the problem (1)) else
we subdivide the rectangle $S^{k}$ into two sub-rectangle $\left\{S_{j}^{k}: j=1,2\right\}$
by the proposed algorithm.
for $j=1,2$ do
applied the Linearity Based Range Reduction Algorithm over the two subrectangle $\left\{S_{j}^{k}\right\}$
the obtained set is yet noted as le rectangle $S_{j}^{k}$
if $S_{j}^{k} \neq \phi$ then
$(Q L B P)_{S_{j}^{k}}:=\left\{x \in \mathbb{R}^{n}: x \in S_{j}^{k} \cap\left(\chi_{f}\right)\right\}$,
solve the quadratic problem $(Q L B P)$ when $S^{k}:=S_{j}^{k}$
let $x^{k_{j}}$ be the optimal solution and $\alpha\left(S_{j}^{k}\right)$ be the optimal value
$H:=H \cup\left\{S_{j}^{k}\right\}$
$\beta_{k+1}:=\min \left\{f\left(x^{k}\right), f\left(x^{k_{j}}\right)\right\}$
$x^{k}:=\arg \min \beta_{k+1}$
end if
end for
$H:=H-\left\{S^{k}\right\}$
$\alpha_{k+1}:=\min _{S \in H}\{\alpha(S)\} ;$ choose an rectangle $S^{k+1} \in H$
such that $\alpha_{k+1}=\alpha\left(S^{k+1}\right)$
$k \leftarrow k+1$;
end if
end do
end if
end program

## 5 The Convergence of the Algorithm (ARSR)

In this section, we study the convergence of the proposed Algorithm (ARSR) and we give a simple comparison between the linear approximation and the quadratic one. On the other hand, we give some example to explain the proposed Algorithm.

The convergence of the proposed algorithm:
The proposed algorithm in Sect. 4 is different from the one in [2] in lower-bounding (quadratic approximation), and added to the rectangle-reducing strategy. We will prove that the proposed algorithm is convergent.

Theorem 7 If the proposed algorithm terminates in finite steps, then a global optimal solution of the problem (1) is obtained when the algorithm terminates.

Proof Assume that when the algorithm terminates, the result is coming to $x^{k}$. Then, immediately, we have $a_{x}=B_{k}$ when terminating at the $k$-step, and so $x^{k}$ is a global optimal solution of the problem (1).

Theorem 8 If the algorithm generates an infinite sequence $\left\{x^{k}\right\}_{k \in \mathbb{N}^{*}}$, then every accumulation point $x^{*}$ of this sequence is a global optimal solution of the problem (1) (i.e., the global optimal solution is not unique).

Proof Let $x^{*}$ be an accumulation point of the sequence $\left\{x^{k}\right\}_{k \in \mathbb{N}^{*}}$ and $\left\{x_{p}^{k}\right\}_{k \in \mathbb{N}^{*}, p \in \mathbb{N}^{*}}$ be a subsequence of the sequence $\left\{x^{k}\right\}_{k \in \mathbb{N}^{*}}$ converging to $x^{*}$. Obviously, in the proposed algorithm, the lower sequence $\left\{a_{k}\right\}_{k \in \mathbb{N}^{*}}$ is monotone increasing and the upper sequence $\left\{B_{k}\right\}_{k \in \mathbb{N}^{*}}$ is monotone decreasing, and we have

$$
\alpha_{k}=l_{\text {quad }}\left(x^{k}\right), B_{k}=f\left(x^{k}\right) .
$$

Then, we can write that

$$
\alpha_{k}=l_{\text {quad }}\left(x^{k}\right) \leq \min _{x \in S_{k}} f(x) \leq B_{k}=f\left(x^{k}\right) .
$$

So, both $\left\{x_{k}\right\}_{k \in \mathbb{N}^{*}}$ and $\left\{B_{k}\right\}_{k \in \mathbb{N}^{*}}$ are convergent, and

$$
\lim _{k \rightarrow \infty} B_{k}=\lim _{q \rightarrow \infty} B_{k_{q}}=\lim _{k \rightarrow \infty} f\left(x^{k}\right)=\lim _{q \rightarrow \infty} f\left(x^{k_{q}}\right)=f\left(x^{*}\right) .
$$

Without loss of generality, we assume that $x^{k_{q}}$ is the solution of the problem ( $Q L B P$ ) on $S_{k_{q}}$, which satisfies $S_{k_{q+1}} \subset S_{k_{q}}, q \geq 1$. By the properties of the proposed rectangle partition, which is exhaust, i.e. $\lim _{q \rightarrow \infty} S_{k_{q}}=x^{*}$, and from Theorem 7 again, we know that

$$
0 \leq B_{k_{q}}-\alpha_{k_{q}}=f\left(x_{q}^{k}\right)-l_{q u a d}\left(x_{q}^{k}\right) \leq\left(\rho(Q+\theta I)+\theta+\frac{1}{2} K\right)\left\|U_{q}^{K}-L_{q}^{K}\right\|^{2}
$$

Then

$$
\lim _{q \rightarrow 0}\left(f\left(x_{q}^{k}\right)-l_{\text {quad }}\left(x_{q}^{k}\right)\right)=\lim _{q \rightarrow 0}\left(B_{k_{q}}-\alpha_{k_{q}}\right)=0 .
$$

Thus, we have

$$
\lim _{q \rightarrow 0}\left(B_{k_{q}}-\alpha_{k_{q}}\right)=\lim _{q \rightarrow 0}\left(\alpha_{k_{q}}-B_{k_{q}}-\left(B_{k_{q}}-\alpha_{k_{q}}\right)\right)=0,
$$

and so

$$
\lim _{k \rightarrow 0} \alpha_{k}=\lim _{q \rightarrow 0} \alpha_{k_{q}}=\lim _{q \rightarrow 0}\left(B_{k_{q}}-\left(B_{k_{q}}-\alpha_{k_{q}}\right)\right)=\lim _{q \rightarrow 0} B_{k_{q}} .
$$

Then we have:

$$
\lim _{k \rightarrow 0} \alpha_{k}=\lim _{q \rightarrow 0} B_{k_{q}}=\lim _{q \rightarrow \infty} f\left(x^{k_{q}}\right)=f\left(x^{*}\right) .
$$

Therefore, the point $x^{*}$ is an global optimal solution of the problem (1).

Fig. 1 Graphs
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Example 9 Let the non-convex quadratic function be defined by

$$
f(x)=\left(x_{1}+1\right)^{2}+\left(x_{2}+1\right)^{2}-\frac{5}{2}\left(x_{1}+x_{2}\right)-3\left(x_{1}^{2}+x_{2}^{2}\right)-2 .
$$

In Fig. 1, we see the graphs of the non-convex quadratic function $f$, the linear approximate function and the convex quadratic lower bound function over the rectangle $[-1,0] \subseteq \mathbb{R}^{n}$. It is clear that the convex quadratic approximate function is between the objective function and the linear approximate one of the same function over he rectangle $S^{0}=[-1,0] \subseteq \mathbb{R}^{n}$.

## 6 Conclusion

In this paper, we present a new rectangle Branch and Bound approach for solving non-convex quadratic programming problems, where we proposed a new lower approximate convex quadratic functions of the objective quadratic function $f$ over an $n$-rectangle. This lower approximate is given to determine a lower bound of the global optimal value of the original problem (1) over each rectangle. To accelerate the convergence of the proposed algorithm we used a simple two-partition technique on rectangle and the tactics on reducing and deleting subrectangles from [2].
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# Rogue Wave Solutions for the Myrzakulov-I Equation 

Gulgassyl Nugmanova


#### Abstract

In this paper, we consider the (2+1)-dimensional generalization of the Landau-Lifshitz equation, so-called the Myrzakulov-I (M-I) equation, which describes a two-dimensional dynamics of magnetization in ferromagnetics. The Darboux transformation (DT) for the M-I equation is constructed. Using the DT the solution of the type of destructive waves for the M-I equation is found.


## 1 Introduction

Among the nonlinear evolution equations, integrable ones are of special interest, since only in this case it is possible to carry out detailed and in-depth theoretical study, using the methods of the theory of solitons. Spin systems are convenient model systems for the study of nonlinear phenomena in magnetics. The ( $2+1$ )dimensional Myrzakulov-I (M-I) equation, which is considered in this paper, has a rich internal structure. Various algebraic and geometric properties of the M-I equation with the scalar potential, and its integrable reductions were studied based on the theory of solitons and differential geometry in the papers [1-5]. In the recent literature the problem of describing the phenomenon of destructive waves is widely discussed. For example, in [6] the solution for the type of destructive waves with dimensional Heisenberg ferromagnet was found. These waves are not only applied, but also of theoretical interest. The problem of finding solutions of the type destructive waves of the M-I equation is the main objective of this work. To construct the solution of this type, we will focus on the method of Darboux transformation (DT).

The paper is organized as follows. In Sect. 2, the M-I equation, and its Lax representation are introduced. In Sect. 3, we derived the DT of the M-I equation. Using the DT, some exact soliton solutions are derived. Section 4 is devoted to conclusion.
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## 2 The M-I Equation

Let us consider the M-I equation. It looks like [1]

$$
\begin{align*}
i S_{t}+\frac{1}{2}\left[S, S_{x y}\right]+i u S_{x} & =0,  \tag{1}\\
u_{x}-\frac{i}{4} \operatorname{tr}\left(S\left[S_{x}, S_{y}\right]\right) & =0, \tag{2}
\end{align*}
$$

where

$$
S=\left(\begin{array}{cc}
S_{3} & S^{-} \\
S^{+} & -S_{3}
\end{array}\right)
$$

The M-I equation is integrable by the IST. Its Lax representation reads as [5]

$$
\begin{align*}
\Phi_{x} & =U \Phi  \tag{3}\\
\Phi_{t} & =2 \lambda \Phi_{y}+V \Phi \tag{4}
\end{align*}
$$

where

$$
\begin{aligned}
\Phi & =\binom{\psi_{1}}{\psi_{2}}, \\
U & =-i \lambda S, \\
V & =\frac{\lambda}{2}\left(\left[S, S_{y}\right]+2 i u S\right) .
\end{aligned}
$$

## 3 Darboux Transformation for the M-I Equation

To construct the DT for the M-I equation (1)-(2), we associate desired solution of its corresponding linear system (3)-(4) $\Phi^{\prime}$ with the known solution $\Phi$ at the form

$$
\Phi^{\prime}=L \Phi
$$

where we assume that

$$
L=\lambda N-K
$$

Here

$$
N=\left(\begin{array}{ll}
n_{11} & n_{12} \\
n_{21} & n_{22}
\end{array}\right)
$$

The matrix function $\Phi^{\prime}$ satisfies the same Lax representation as (3)-(4), so that

$$
\begin{aligned}
\Phi_{x}^{\prime} & =U^{\prime} \Phi^{\prime} \\
\Phi_{t}^{\prime} & =2 \lambda \Phi_{y}^{\prime}+V^{\prime} \Phi^{\prime}
\end{aligned}
$$

The matrix function $L$ obeys the following equations

$$
\begin{align*}
L_{x}+L U & =U^{\prime} L  \tag{5}\\
L_{t}+L V & =2 \lambda L_{y}+V^{\prime} L \tag{6}
\end{align*}
$$

From the first equation of this system we obtain

$$
\begin{align*}
& N: \lambda_{x}=0 \\
& \lambda^{0}: K_{x}=0  \tag{7}\\
& \lambda^{1}: N_{x}=i S^{\prime} K-i K S, \\
& \lambda^{2}: 0=-i S^{\prime} N+i N S \tag{8}
\end{align*}
$$

Hence we have the following DT for the matrix $S$ :

$$
S^{\prime}=N S N^{-1}
$$

The second equation of the system (5)-(6) gives us

$$
\begin{align*}
N: \lambda_{t} & =2 \lambda \lambda_{y} \\
\lambda^{0}: K_{t} & =0  \tag{9}\\
\lambda^{1}: N_{t} & =-2 K_{y}-\frac{1}{2}\left(\left[S^{\prime}, S_{y}^{\prime}\right]+2 i U^{\prime} S^{\prime}\right)+\frac{1}{2}\left(\left[S, S_{y}\right]+2 i U S\right), \\
\lambda^{2}: N_{y} & =-\frac{1}{4}\left(\left[S^{\prime}, S_{y}^{\prime}\right]+2 i U^{\prime} S^{\prime}\right) N+\frac{1}{4} N\left(\left[S, S_{y}\right]+2 i U S\right)
\end{align*}
$$

From (7) and (9) we can see that $K$ is constant. So that we can put

$$
K=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

Then from (8) we get the form of the DT for $S$ as

$$
S^{\prime}=S-i N_{x},
$$

After some cumbersome calculations we get that

$$
N_{y} N^{-1}=i u N S N^{-1}-N S N^{-1} N_{y} S N^{-1}-i u^{\prime} N S N^{-1}
$$

This equation can be simplified as

$$
i\left(u^{\prime}-u\right) N S N^{-1}=-\left(N S N^{-1} N_{y} S N^{-1}+N_{y} N^{-1}\right)
$$

Hence we get the DT for the potential $u$ :

$$
u^{\prime}=u+i \operatorname{tr}\left(S N^{-1} N_{y}\right)
$$

Thus, in general we have constructed the DT for the M-I with the following form:

$$
\begin{aligned}
& S^{\prime}=N S N^{-1} \\
& u^{\prime}=u+i \operatorname{tr}\left(S N^{-1} N_{y}\right)
\end{aligned}
$$

It is not difficult to verify that the matrix $N$ has the form

$$
N=\left(\begin{array}{cc}
n_{11} & n_{12} \\
-n_{12}^{*} & n_{11}^{*}
\end{array}\right),
$$

so that we have

$$
N^{-1}=\frac{1}{n}\left(\begin{array}{cc}
n_{11}^{*}-n_{12} \\
n_{12}^{*} & n_{11}
\end{array}\right),
$$

Here

$$
n=\operatorname{det} N=\left|n_{11}\right|^{2}+\left|n_{12}\right|^{2}
$$

Finally we have the DT in terms of the elements of $N$ as:

$$
\begin{align*}
S^{\prime}= & \frac{1}{n}\left(\begin{array}{cc}
S_{3}\left(\left|n_{11}\right|^{2}-\left|n_{12}\right|^{2}\right) & S^{-} n_{11}^{2}-S^{+} n_{12}^{2} \\
+S^{-} n_{11} n_{12}^{*}+S^{+} n_{11}^{*} n_{12} & -2 S_{3} n_{11} n_{12} \\
S^{+} n_{11}^{* 2}-S^{-} n_{12}^{* 2} & S_{3}\left(\left|n_{12}\right|^{2}-\left|n_{11}\right|^{2}\right) \\
-2 S_{3} n_{11}^{*} n_{12}^{*} & -S^{-} n_{11} n_{12}^{*}-S^{+} n_{11}^{*} n_{12}
\end{array}\right),  \tag{10}\\
u^{\prime}= & u+\frac{i}{n}\left[\left(n_{11 y} n_{11}^{*}+n_{12 y}^{*} n_{12}-n_{12 y} n_{12}^{*}-n_{11 y}^{*} n_{11}\right) S_{3}\right. \\
& \left.+\left(n_{11 y} n_{12}^{*}-n_{12 y}^{*} n_{11}\right) S^{-}+\left(n_{12 y} n_{11}^{*}-n_{11 y}^{*} n_{12}\right) S^{+}\right] .
\end{align*}
$$

At last, we give the other form of the DT of $S$ as:

$$
S^{\prime}=S-i N_{x}=S-i\left(\begin{array}{cc}
n_{11 x} & n_{12 x} \\
-n_{12 x}^{*} & n_{11 x}^{*}
\end{array}\right)
$$

To construct exact solutions of the M-I equation, we must find the explicit expressions of $n_{i j}$. To do that, we assume that [5]

$$
N=H \Lambda^{-1} H^{-1}
$$

where

$$
H=\left(\begin{array}{ll}
\psi_{1}\left(\lambda_{1} ; t, x, y\right) & \psi_{1}\left(\lambda_{2} ; t, x, y\right) \\
\psi_{2}\left(\lambda_{1} ; t, x, y\right) & \psi_{2}\left(\lambda_{2} ; t, x, y\right)
\end{array}\right) .
$$

Here

$$
\Lambda=\left(\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right)
$$

and det $H \neq 0$, where $\lambda_{1}$ and $\lambda_{2}$ are complex constants. It is easy to show that $H$ satisfies the following equations

$$
\begin{aligned}
H_{x} & =-i S H \Lambda \\
H_{t} & =2 H_{y} \Lambda+\frac{1}{2}\left(\left[S, S_{y}\right]+2 i u S\right) H \Lambda
\end{aligned}
$$

From these equations it follows that $N$ obeys the equations

$$
\begin{aligned}
N_{x} & =i N S N^{-1}-i S \\
N_{y} & =\left[H_{y} H^{-1}, N\right] \\
N_{t} & =\frac{1}{2}\left(\left(\left[S, S_{y}\right]+2 i u S\right)-2 Z^{\prime}-\left(\left[S, S_{y}\right]+2 i u S\right)\right)
\end{aligned}
$$

In order to satisfy the constraint of $S$, the $S$ and the matrix solution of the Lax equations obey the condition

$$
\Phi^{\dagger}=\Phi^{-1}, \quad S^{\dagger}=S
$$

which follows from the equations

$$
\Phi_{x}^{\dagger}=i \lambda \Phi^{\dagger} S^{\dagger}, \quad\left(\Phi^{-1}\right)_{x}=i \lambda \Phi^{-1} S^{-1}
$$

where $\dagger$ denote the Hermitian conjugate. After some calculations we come to the formulas

$$
\begin{gathered}
\lambda_{2}=\lambda_{1}^{*}, \quad H=\left(\begin{array}{cc}
\psi_{1}\left(\lambda_{1} ; t, x, y\right) & -\psi_{2}^{*}\left(\lambda_{1} ; t, x, y\right) \\
\psi_{2}\left(\lambda_{1} ; t, x, y\right) & \psi_{1}^{*}\left(\lambda_{1} ; t, x, y\right)
\end{array}\right), \\
H^{-1}=\frac{1}{\Delta}\left(\begin{array}{cc}
\psi_{1}^{*}\left(\lambda_{1} ; t, x, y\right) & \psi_{2}^{*}\left(\lambda_{1} ; t, x, y\right) \\
-\psi_{2}\left(\lambda_{1} ; t, x, y\right) & \psi_{1}\left(\lambda_{1} ; t, x, y\right)
\end{array}\right)
\end{gathered}
$$

where

$$
\Delta=\left|\psi_{1}\right|^{2}+\left|\psi_{2}\right|^{2}
$$

So, for the matrix $N$ we have

$$
N=\frac{1}{\Delta}\left(\begin{array}{cc}
\lambda_{1}^{-1}\left|\psi_{1}\right|^{2}+\lambda_{2}^{-1}\left|\psi_{2}\right|^{2} & \left(\lambda_{1}^{-1}-\lambda_{2}^{-1}\right) \psi_{1} \psi_{2}^{*} \\
\left(\lambda_{1}^{-1}-\lambda_{2}^{-1}\right) \psi_{1}^{*} \psi_{2} & \left.\lambda_{1}^{-1}\left|\psi_{2}\right|^{2}+\lambda_{2}^{-1}\left|\psi_{1}\right|^{2}\right)
\end{array}\right) .
$$

## 4 Rogue Wave Solution

The solution of the linear system corresponding to the M-I equation will be sought in the form

$$
\begin{aligned}
& \Psi_{1}=[i(2 x-y-1)-2 t] e^{-0,5 i t} \\
& \Psi_{2}=[2 x-y+1+2 i t] e^{0,5 i t}
\end{aligned}
$$

Then, from the Eq. (10), we obtain the solution of the M-I in the following form

$$
\begin{aligned}
S_{3} & =-\frac{2(2 x-y)}{(2 x-y)^{2}+4 t^{2}+1} \\
S^{+} & =\frac{\left[(2 x-y)^{2} i-4 t^{2}-1\right] i-4 t(2 x-y)}{2\left[(2 x-y)^{2}+4 t^{2}+1\right]}
\end{aligned}
$$

These solutions are behave as destructive waves within a certain range (see Figs. 1 and 2); accordingly, they are called rogue waves.

Fig. 1 Rogue wave solution when $t=0.5$


Fig. 2 Rogue wave solution when $t=5$


## 5 Conclusion

One of the interesting areas of research in the theory of solitons is the development of methods for constructing exact solutions of nonlinear differential equations in partial derivatives. In this paper, the method of DT is extended to the (2+1)-dimensional spin systems for the M-I equation. By building the DT for the M-I equation, we found its rogue waves type solutions.
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# Fuzzy Bilevel Programming with Credibility Measure 

Hande Günay Akdemir


#### Abstract

This paper considers a hierarchical decision making problem in which the wholesaler is considered as the leader and decides the price, while the retailer is the decision maker of the second level and decides the ordering quantity from the wholesaler. Both decision makers try to maximize their profit in case of the fuzzy demand of the product depends on the price. To deal with uncertainty, credibility measure theory is applied. Examples are given to illustrate the proposed model.


## 1 Introduction

Supply chain is a system consists of suppliers, manufacturers, distributors, retailers, transporters who act in a coordinated manner to accomplish product development, marketing, distribution and warehousing tasks in order to provide a competitive advantage. In most real world situations, the possible values of model parameters are only determined ambiguously by using linguistic terms, i.e. cannot be described precisely by the experts. Besides, probability distributions of model parameters cannot be known due to lack of historical data. Supply chain management related problems can also include imprecise parameters due to possible failures in production line, fluctuations in unit costs, prices and demands. The impact of vagueness can be captured by using fuzzy set theory. In fuzzy context, the degree of membership expresses how much a particular element belongs to a fuzzy set.

Bilevel programming (BP) is a nested hierarchical system where two decision makers act in a cooperative/noncooperative and sequential manner to optimize their possibly conflicting individual objective functions. It is closely related to game theory and economic equilibrium problems. Each unit optimizes its own objective function, but is affected by the action or reaction of the other unit. BP has been applied

[^8]in fields which involve hierarchical relationship between two classes of decision makers, for example in pricing and fare optimization problems in airline industry or in other transportation networks, management of multi-divisional firms, economic planning, optimal design, engineering, chemistry, environmental sciences, etc. For a detailed literature review on BP and its generalization: mathematical programs with equilibrium constraints, reader may refer to [4]. For example, a government in a distribution network, or a service provider in a communication market or a manufacturer in a supply chain acts as a dominant player and makes his decision first. As followers, users of those networks, or competitors or retailers use that decision as an input to form their strategy.

Cao and Chen [2] discussed a capacitated plant selection problem in decentralized manufacturing environment. Ji and Shao [7] formulated a BP model with more than one retailer for the newsboy problem with fuzzy demands and quantity discounts. Zhu et al. [17] considered fuzzy bilevel expected value model for a supply chain composed of a supplier producing a single period product in the upper level and multiple retailers in the lower level. In [9], a bilevel multi-objective supply chain model, where market demand, production capacity, and supplies are fuzzy numbers, is considered. Yao et al. [16] developed a possibilistic bilevel multi-objective stone resource assignment model between a government and a plant. Hashim et al. [6] presented a fuzzy bilevel decision making problem with the lower level corresponding to a plant planning problem, while the upper level to a distribution network problem. In [14], the authors investigated a supply chain optimization problem in a bi-level structure in which customer demand and supply chain costs were considered to be fuzzy.

In this paper, a hierarchical supply chain consisting of one wholesaler and one retailer is studied and fuzzy customer demand is supposed to be price sensitive. Three types of membership functions are considered for fuzzy demand, namely triangular, trapezoidal, and "close to" type. This paper is organized as follows. Section 2 gives brief information on credibility theory. In Sect. 3, BP models and a solution technique, namely branch and bound algorithm are given. Illustrative examples for three types of fuzzy numbers are considered in Sect. 4. Finally, it is concluded with some remarks in the last section.

## 2 Fuzzy Set Theory and Credibility Measures

In this section, some knowledge of credibility theory is introduced. A fuzzy event must hold if its credibility is 1 , and fail if its credibility is 0 [7]. In literature, possibility measures are often used for optimistic decisions, necessity measures are for pessimistic decisions [8]. So, credibility measures are suitable for risk-neutral fuzzy decision problems.

Definition 1 Let $\Theta$ be a nonempty set, and $2^{\Theta}$ be the power set of $\Theta$. Each element of $2^{\Theta}$ is called an event. Let $\xi$ be a fuzzy variable with the membership function $\mu$, and $t$ be a real number. The possibility, necessity and credibility of the fuzzy event, characterized by $\{\xi \geq t\}$, can be given respectively as

$$
\begin{gathered}
\operatorname{Pos}\{\xi \geq t\}=\sup _{u \geq t} \mu(u), \\
N e c\{\xi \geq t\}=1-\sup _{u<t} \mu(u), \\
\operatorname{Cr}\{\xi \geq t\}=\frac{1}{2}[\operatorname{Pos}\{\xi \geq t\}+N e c\{\xi \geq t\}] .
\end{gathered}
$$

The set function $C r$ is normalized, monotonic, and self-dual fuzzy measure [12]. For axiomatic definition of credibility and further details, reader can refer to [13].

Example 2 A triangular fuzzy variable $\xi$ can be determined by a triplet $(a, b, c)$ with $a<b<c$, whose membership function is

$$
\mu(t)=\operatorname{Pos}\{\xi=t\}= \begin{cases}\frac{t-a}{b-a}, & \text { if } a<t \leq b \\ \frac{c-t}{c-b}, & \text { if } b<t \leq c \\ 0, & \text { otherwise }\end{cases}
$$

It is easy to obtain that

$$
\operatorname{Cr}\{\xi \geq t\}=\left\{\begin{array}{cc}
1, & \text { if } t \leq a \\
\frac{2 b-a-t}{2(b-a)}, & \text { if } a<t \leq b \\
\frac{c-t}{2(c-b),} & \text { if } b<t \leq c \\
0, & \text { if } t>c
\end{array} .\right.
$$

Example 3 Credibility measure of the trapezoidal fuzzy variable $\xi$ which is determined by a quadruplet ( $a, b, c, d$ ) with $a<b<c<d$, is:

$$
\operatorname{Cr}\{\xi \geq t\}=\left\{\begin{array}{ll}
1, & \text { if } t \leq a \\
\frac{2 b-a-t}{2(b-a)}, & \text { if } a<t \leq b \\
\frac{1}{2}, & \text { if } b<t \leq c \\
\frac{d-t}{2(d-c)}, & \text { if } c<t \leq d \\
0, & \text { if } t>d,
\end{array} .\right.
$$

where membership function is

$$
\mu(t)=\operatorname{Pos}\{\xi=t\}= \begin{cases}\frac{t-a}{b-a}, & \text { if } a<t \leq b \\ 1, & \text { if } b<t \leq c \\ \frac{d-t}{d-c}, & \text { if } c<t \leq d \\ 0, & \text { otherwise. }\end{cases}
$$

Example 4 For a fixed real number $m$, the membership function of the linguistic fuzzy set of real numbers "close to $m$ " or "about $m$ " can be defined as $\mu(t)=\frac{1}{1+(t-m)^{2}}$.

So,

$$
\operatorname{Cr}\{\xi \geq t\}=\left\{\begin{array}{cl}
1-\frac{1}{2\left(1+(t-m)^{2}\right)}, & \text { if } t \leq m  \tag{1}\\
\frac{1}{2\left(1+(t-m)^{2}\right)}, & \text { if } t>m
\end{array} .\right.
$$

## 3 Branch and Bound Algorithm for Bilevel Programming

The first level decision maker (the leader) controls over the vector $x$ and the second level decision maker (the follower) controls over the vector $y$. The follower's problem (the lower level/inner problem) is a constraint of the leader's problem (the upper level/outer problem).

The general formulation of a BP problem is:

$$
\begin{align*}
& \min _{x} F(x, y) \\
& G(x, y) \leq 0 \\
& H(x, y)=0 \\
& \text { where } y \text { solves }  \tag{2}\\
& \left\{\begin{array}{c}
\min _{y} f(x, y) \\
g(x, y) \leq 0 \\
h(x, y)=0
\end{array}\right.
\end{align*}
$$

where $x \in \mathbb{R}^{m}$ is a vector for upper-level variables, $y \in \mathbb{R}^{n}$ is a vector for lower-level variables, $F: \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is upper-level objective function, $f: \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is lower-level objective function, the vector-valued functions $G: \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{r}$ and $H: \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{r}$ give upper-level constraints, and the vector-valued functions $g: \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{s}$ and $h: \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{s}$ give lower-level constraints.

Rather than working with hierarchical form (2), we convert the model into a standard mathematical program by replacing the second level problem with its Karush-Kuhn-Tucker (KKT) optimality conditions. This operation reduces the original problem to a single level program involving nonlinear complementary constraints [3]. Equivalent problem is a nonlinear programming problem whose constraints include the first order necessary optimality conditions of the second level problem. The equivalent single level program of the BP problem follows as:

$$
\begin{align*}
& \min _{x, y, u, v} F(x, y) \\
& G(x, y) \leq 0 \\
& H(x, y)=0 \\
& g(x, y) \leq 0  \tag{3}\\
& h(x, y)=0 \\
& \nabla_{y} f(x, y)+u^{T} \nabla_{y} g(x, y)+v^{T} \nabla_{y} h(x, y)=0 \\
& u_{i} g_{i}(x, y)=0, \quad i=1, \ldots, s \\
& u_{i} \geq 0, \quad i=1, \ldots, s
\end{align*}
$$

where $u$ and $v$ are the vectors of KKT multipliers and Lagrange multipliers, respectively.

In branch and bound algorithm [1], the complementary constraints $u_{i} g_{i}(x, y)=0$ are suppressed and removed to construct the relaxed program. Supposing that the solution of the relaxed program does not satisfy some complementary constraints, branching is performed by separating two subproblems one with $u_{i}=0$ as an additional constraint, and the other with the constraint $g_{i}(x, y)=0$, selecting $i$ for which $\left|u_{i} g_{i}(x, y)\right|$ is the largest. Branching is repeated until an infeasible solution is obtained or all complementary constraints are satisfied. In doing so, we examine all of the complementary slackness conditions one by one within a tolerance value. $\left(\left|u_{i} g_{i}(x, y)\right|<10^{-6}\right)$ Resulting feasible solutions are labeled as candidate solutions.

## 4 Illustrative Examples

The goal of this study is to apply fuzzy BP notion to the two-echelon supply chain, consisting of a manufacturer as the leader and a retailer as the follower. It is assumed that the decision makers know the distribution of the uncertain and price-sensitive customer demand. This problem is adapted from [10]. The authors considered stochastic versions of this lunch vendor problem. In this paper, we consider fuzzy bilevel chance constrained programming model for supply chain management problem.

- The retailer buy the product from the company at the unit wholesale price $x \in[a, b]$ which is determined by the company, where $a$ and $b$ are positive constants.
- Then, for a given wholesale price $x$ of the leader, the retailer responses to the decision of the wholesaler company by the amount $y$ of product that he purchases from the company and it is no less than $c$.
- The retailer sells the product at the unit retail price $2 x$ to the market.
- The decisions are taken before demand realization. The demand $\xi$ is supposed to be a fuzzy variable, and varies according to the price.
- The retailer can sell the amount $t=\min \{y, \xi\}$ of product, so $t \leq y$ and $t \leq \xi$. The objectives of the company and the retailer are to maximize profits $x y$ and ( $2 x t-x y$ ), respectively.
- If there are any unsold product, the retailer cannot return them to the company, he/she will dispose them with no cost.

We can formulate the problem as the following fuzzy BP problem with fuzzy chance constraint $[5,15]$ :

$$
\begin{align*}
& \max _{x}(x y) \\
& a \leq x \leq b \\
& \text { where } y \text { solves } \\
& \left\{\begin{aligned}
& \max _{y}(2 x t-x y) \\
& y \geq c \\
& t \leq y \\
& C r\{\xi \geq t\} \geq \alpha
\end{aligned}\right. \tag{4}
\end{align*}
$$

where $\alpha \in(0,1)$ is pre-determined satisfactory level for credibility to ensure that the constraint should hold at some confidence level [11].

Example 5 Parameters are taken as $a=10, b=20, c=100$, and demand is a price dependent triangular fuzzy number $\xi=(300-12 x, 350-10 x, 400-4 x), \alpha=$ 0.70 . Then, the credibility measure of demand can be calculated as:

$$
\operatorname{Cr}\{\xi \geq t\}= \begin{cases}1, & \text { if } t \leq 300-12 x  \tag{5}\\ \frac{400-8 x-t}{100+4 x}, & \text { if } 300-12 x<t \leq 350-10 x \\ \frac{400-4 x-t}{100+12 x}, & \text { if } 350-10 x<t \leq 400-4 x \\ 0, & \text { if } t>400-4 x\end{cases}
$$

One way to represent the piecewise credibility function is to see it as a separable function. So,

$$
\operatorname{Cr}\{\xi \geq t\}=\lambda_{0}+\lambda_{1}+0.5 \lambda_{2}+0 \lambda_{3}+0 \lambda_{4}
$$

is the linear approximation denoting $0,(300-12 x),(350-10 x),(400-4 x)$, and 400 are grid points, where

$$
\lambda_{0}+\lambda_{1}+\lambda_{2}+\lambda_{3}+\lambda_{4}=1, \lambda_{0}, \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4} \geq 0
$$

and

$$
t=0 \lambda_{0}+(300-12 x) \lambda_{1}+(350-10 x) \lambda_{2}+(400-4 x) \lambda_{3}+400 \lambda_{4}
$$

The initial two-level programming problem (4) is transformed into an equivalent crisp two-level programming problem:

$$
\begin{align*}
& \max _{x}(x y) \\
& 10 \leq x \leq 20 \\
& \text { where } y, t, \lambda_{0}, \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4} \text { solves } \\
& \left\{\begin{array}{l}
\min _{y, t, \lambda_{0}, \ldots, \lambda_{4}}(x y-2 x t) \\
100-y \leq 0 \\
t-y \leq 0 \\
-\lambda_{0},-\lambda_{1},-\lambda_{2},-\lambda_{3},-\lambda_{4},-t \leq 0 \\
0.70-\lambda_{0}-\lambda_{1}-0.5 \lambda_{2} \leq 0 \\
t-(300-12 x) \lambda_{1}-(350-10 x) \lambda_{2} \\
-(400-4 x) \lambda_{3}-400 \lambda_{4}=0 \\
\lambda_{0}+\lambda_{1}+\lambda_{2}+\lambda_{3}+\lambda_{4}-1=0
\end{array}\right. \tag{6}
\end{align*}
$$

Then, by using (3), the equivalent single level programming model of (6) can be given as:

$$
\begin{align*}
& \max _{x, y, t, \lambda, u, v}(x y) \\
& \quad x \geq 10, x \leq 20, \\
& 100-y \leq 0, t-y \leq 0, \\
& -\lambda_{0},-\lambda_{1},-\lambda_{2},-\lambda_{3},-\lambda_{4},-t \leq 0, \\
& 0.70-\lambda_{0}-\lambda_{1}-0.5 \lambda_{2} \leq 0, \\
& t-(300-12 x) \lambda_{1}-(350-10 x) \lambda_{2} \\
& -(400-4 x) \lambda_{3}-400 \lambda_{4}=0, \\
& \lambda_{0}+\lambda_{1}+\lambda_{2}+\lambda_{3}+\lambda_{4}-1=0,  \tag{7}\\
& x-u_{1}-u_{2}=0,-2 x+u_{2}-u_{8}+v_{1}=0, \\
& -u_{3}-u_{9}+v_{2}=0,-u_{4}-u_{9}-v_{1}(300-12 x)+v_{2}=0, \\
& -u_{5}-0.5 u_{9}-v_{1}(350-10 x)+v_{2}=0, \\
& -u_{6}-v_{1}(400-4 x)+v_{2}=0,-u_{7}-400 v_{1}+v_{2}=0, \\
& u_{1}(100-y)=u_{2}(t-y)=0, \\
& u_{3} \lambda_{0}=u_{4} \lambda_{1}=u_{5} \lambda_{2}=u_{6} \lambda_{3}=u_{7} \lambda_{4}=0, \\
& u_{8} t=u_{9}\left(0.70-\lambda_{0}-\lambda_{1}-0.5 \lambda_{2}\right)=0, \\
& u_{1}, \ldots, u_{9} \geq 0, v_{1}, v_{2} \text { urs. }
\end{align*}
$$

Based on the branch and bound algorithm, Fig. 1 demonstrates the solution process for the model (7).

Example 6 Parameters in Example 6 are the same as those in Example 5 except the credibility function of the demand. $a=10, b=20, c=100$, demand is a price dependent trapezoidal fuzzy number

$$
\xi=(300-12 x, 300,400-4 x, 400), \alpha=0.70
$$

So,

$$
\operatorname{Cr}\{\xi \geq t\}=\lambda_{0}+\lambda_{1}+0.5 \lambda_{2}+0.5 \lambda_{3}+0 \lambda_{4}+0 \lambda_{5}
$$

Fig. 1 Branching and backtracking for Example 5

where

$$
\begin{gathered}
\lambda_{0}+\lambda_{1}+\lambda_{2}+\lambda_{3}+\lambda_{4}+\lambda_{5}=1, \lambda_{0}, \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}, \lambda_{5} \geq 0 \\
t=0 \lambda_{0}+(300-12 x) \lambda_{1}+300 \lambda_{2}+(400-4 x) \lambda_{3}+400 \lambda_{4}+1000 \lambda_{5}
\end{gathered}
$$

The equivalent single level program for Example 6 can be given as follows:

$$
\begin{align*}
& \max _{x, y, t, \lambda, u, v}(x y) \\
& x \geq 10, x \leq 20 \\
& 100-y \leq 0, t-y \leq 0 \\
& -\lambda_{0},-\lambda_{1},-\lambda_{2},-\lambda_{3},-\lambda_{4},-\lambda_{5},-t \leq 0 \\
& 0.70-\lambda_{0}-\lambda_{1}-0.5 \lambda_{2}-0.5 \lambda_{3} \leq 0 \\
& t-(300-12 x) \lambda_{1}-300 \lambda_{2}-(400-4 x) \lambda_{3} \\
& -400 \lambda_{4}-1000 \lambda_{5}=0 \\
& \lambda_{0}+\lambda_{1}+\lambda_{2}+\lambda_{3}+\lambda_{4}+\lambda_{5}-1=0  \tag{8}\\
& x-u_{1}-u_{2}=0,-2 x+u_{2}-u_{9}+v_{1}=0 \\
& -u_{3}-u_{10}+v_{2}=0,-u_{4}-v_{1}(300-12 x)+v_{2}=0 \\
& -u_{5}-300 v_{1}+v_{2}=0,-u_{6}-v_{1}(400-4 x)+v_{2}=0 \\
& -u_{7}-400 v_{1}+v_{2}=0,-u_{8}-1000 v_{1}+v_{2}=0 \\
& u_{1}(100-y)=u_{2}(t-y)=0 \\
& u_{3} \lambda_{0}=u_{4} \lambda_{1}=u_{5} \lambda_{2}=u_{6} \lambda_{3}=u_{7} \lambda_{4}=u_{8} \lambda_{5}=0 \\
& u_{9} t=u_{10}\left(0.70-\lambda_{0}-\lambda_{1}-0.5 \lambda_{2}\right)=0 \\
& u_{1}, \ldots, u_{10} \geq 0, v_{1}, v_{2} \text { urs. }
\end{align*}
$$

Branching and backtracking procedure for the model (8) is shown in Fig. 2.
Example 7 Parameters in Example 7 are the same as those in Examples 5 and 6 except the credibility function of the demand. For Example 7, $a=10, b=20, c=100$,


Fig. 2 Branching and backtracking for Example 6
demand is a price dependent fuzzy number "close to $(350-8 x)$ ", $\alpha=0.70$. Then, the credibility measure of demand can be calculated as:

$$
\operatorname{Cr}\{\xi \geq t\}= \begin{cases}1-\frac{1}{2\left(1+(t-350+8 x)^{2}\right)}, & \text { if } t \leq 350-8 x \\ \frac{1}{2\left(1+(t-350+8 x)^{2}\right)}, & \text { otherwise. }\end{cases}
$$

For Example 7, the equivalent single level program is given as:

$$
\begin{aligned}
& \max _{x, y, t, \lambda, u, v}(x y) \\
& x \geq 10, x \leq 20,100-y \leq 0, t-y \leq 0,-\lambda_{1},-\lambda_{2},-\lambda_{3},-t \leq 0, \\
& 0.70-\lambda_{1}\left(1-\frac{1}{2\left(1+(8 x-160)^{2}\right)}\right)-0.5 \lambda_{2} \\
& -\lambda_{3}\left(\frac{1}{2\left(1+(8 x-80)^{2}\right)}\right) \leq 0, \\
& t-190 \lambda_{1}-(350-8 x) \lambda_{2}-270 \lambda_{3}=0, \\
& \lambda_{1}+\lambda_{2}+\lambda_{3}-1=0, \\
& x-u_{1}-u_{2}=0,-2 x+u_{2}-u_{6}+v_{1}=0, \\
& -u_{3}-u_{7}\left(1-\frac{1}{2\left(1+(8 x-160)^{2}\right)}\right)-190 v_{1}+v_{2}=0, \\
& -u_{4}-0.5 u_{7}-v_{1}(350-8 x)+v_{2}=0, \\
& -u_{5}-u_{7}\left(\frac{1}{2\left(1+(8 x-80)^{2}\right)}\right)-270 v_{1}+v_{2}=0, \\
& u_{1}(100-y)=u_{2}(t-y)=0, \\
& u_{3} \lambda_{1}=u_{4} \lambda_{2}=u_{5} \lambda_{3}=u_{6} t=0, \\
& u_{7}\left(0.70-\lambda_{1}\left(1-\frac{1}{2\left(1+(8 x-160)^{2}\right)}\right)-0.5 \lambda_{2}\right. \\
& -\lambda_{3}\left(\frac{1}{2\left(1+(8 x-80)^{2}\right)}\right)=0, \\
& u_{1}, \ldots, u_{7} \geq 0, v_{1}, v_{2} \text { urs. }
\end{aligned}
$$

The resulting optimal values of decision variables are summarized in Table 1.

Table 1 Optimal Solutions

|  | $x$ | $y$ | $t$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Example 5 | 19.643 | 165.000 | 165.000 |  |  |  |
| Example 6 | 20.000 | 300.000 | 300.000 |  |  |  |
| Example 7 | 19.580 | 211.630 | 211.630 |  |  |  |
|  | $\lambda_{0}$ | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{4}$ | $\lambda_{5}$ |
| Example 5 | 0.00 | 0.70 | 0.00 | 0.00 | 0.30 | - |
| Example 6 | 0.70 | 0.00 | 0.00 | 0.00 | 0.00 | 0.30 |
| Example 7 | - | 0.73 | 0.00 | 0.27 | - | - |
|  | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $u_{5}$ |  |
| Example 5 | 0.000 | 19.643 | 1262.755 | 0.000 | 1543.367 |  |
| Example 6 | 0.000 | 20.000 | 0.000 | 18800.000 | 14000.000 |  |
| Example 7 | 0.000 | 19.580 | 0.000 | 684.250 | 0.000 |  |
|  | $u_{6}$ | $u_{7}$ | $u_{8}$ | $u_{9}$ | $u_{10}$ |  |
| Example 5 | 1543.367 | 0.000 | 0.000 | 6594.388 | - |  |
| Example 6 | 13600.000 | 12000.000 | 0.000 | 0.000 | 20000.000 |  |
| Example 7 | 0.000 | 1632.859 | - | - | - |  |
|  | $v_{1}$ | $v_{2}$ | Objective |  |  |  |
| Example 5 | 19.643 | 7857.143 | 3241.071 |  |  |  |
| Example 6 | 20.000 | 20000.000 | 6000.000 |  |  |  |
| Example 7 | 19.580 | 5285.657 | 4143.656 |  |  |  |

## 5 Concluding Remarks

In this study, a two-echelon hierarchical supply chain is considered that consists of a manufacturer and a retailer when the retailer faces fuzzy and price-dependent customer demand. As the price of product influence customers to some extend, so it is vital factor for both decision makers. The models for different membership functions of demand such as triangular, trapezoidal, and "close to" types are analyzed separately. Different fuzzification techniques lead to different optimal solutions. For fuzzification process, it is advisable for the user to perform experimental and sensitivity analysis on selected fuzzy sets to determine the impact of varying membership values. Only demand uncertainty is considered by using credibility theory. The main advantage of using credibility measures is that they can easily be represented as separable functions in the models.
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# A New Approach of a Possibility Function Based Neural Network 

George A. Anastassiou and Iuliana F. Iatan


#### Abstract

The paper presents a new type of fuzzy neural network, entitled Possibility Function based Neural Network (PFBNN). Its advantages consist in that it not only can perform as a standard neural network, but can also accept a group of possibility functions as input. The PFBNN discussed in this paper has novel structures, consisting in two stages: the first stage of the network is a fuzzy based and it has two parts: a Parameter Computing Network (PCN), followed by a Converting Layer (CL); the second stage of the network is a standard backpropagation based neural network (BPNN). The PCN in a possibility function based network can also be used to predict functions. The CL is used to convert the possibility function to a value. This layer is necessary for data classification. The network can still function as a classifier using only the PCN and the CL or only the CL. Using only the PCN one can perform a transformation from one group of possibility functions to another.


## 1 Introduction

Scientists have proved a considerable interest in the study of the Artificial Neural Networks (ANNs) [2] and especially the Fuzzy Neural Networks (FNNs) [13] during the last decade. Their interest in the FNN applications was generated [3] by the following two events:

1. first, the success of Japanese fuzzy logic technology applications in the consumer products;
2. second, in some ANN applications sufficient data for training are not available.
[^9]In such situations, the fuzzy logic systems [5, 9, 13] are often workable.
Today, a lot of neural approaches [4, 6] are established [8] as fixed parts of machine learning, and a rigorous theoretical investigation for these approaches is available.

Many researchers of this academic world agree on the fact that the statistical notion is often the right language to formalize the learning algorithms and to investigate their mathematical properties. Nevertheless, according to the widespread models, tasks, and application areas of the neural approaches $[10,12,14,15]$, the mathematical tools ranging from approximation theory [16], complexity theory, geometry, statistical physics, statistics, linear and nonlinear optimization, control theory and many more fields can be found in the literature dedicated of the ANNs.

Correspondingly, the role of Mathematics in the ANN literature is [7, 8] diverse:
(A) development and presentation of algorithms: Most neural algorithms are designed in mathematical terms and some learning schemes are even mainly motivated by abstract mathematical considerations such as support vector machines;
(B) foundation of tools: A fixed canon of mathematical questions has been identified for most network models and application areas which is to be answered in order to establish the models as well founded and reliable tools in the literature. Interestingly, many mathematical questions are thereby not yet solved satisfactorily also for old network models and constitute still open topics of ongoing research such as the loading problem of feed-forward networks or the convergence problem of the self-organizing map in its original formulation;
(C) application of tools: Mathematical formalization establishes standards for the assessment of the performance of methods and application in real-life scenarios (although these standards are not always followed and real life would sometimes be better characterized by slightly different descriptions than the mathematics).

We will in the following consider mathematical questions which are to be answered to justify standard models [8] as reliable machine learning tools. Thereby, we will focus on classical models used for machine learning: feed-forward networks. Depending on the output function of such type networks, feed-forward networks can be used for classification of patterns if the output set is finite and discrete, or approximation of functions if the output set is contained in a real-vector space.

Probabilistic neural network [11] is a kind of feed-forward neural network involved from the radial basis function networks. Its theoretical basis is the Bayesian minimum risk criteria. In pattern classification, its advantage is to substitute nonlinear learning algorithm with linear learning algorithm.

In recent years, the probabilistic neural networks are used [1,11] in the field of face recognition for its structure, good approximation, fast training speed and good real-time performance.

The remainder of the paper is organized as follows. In Sect. 2 we analyze the architecture of the PFBNN. We follow with the training algorithm of the PBFNN in Sect.3. We conclude in Sect. 4 .

## 2 Architecture of the PFBNN

From the Fig. 1 which shows the block diagram of the proposed fuzzy neural network we can notice that there are two stages:
(1) the first stage of the network is a fuzzy based and it has two parts: a Parameter Computing Network (PCN), followed by a Converting Layer (CL);
(2) the second stage of the network is a standard back-propagation based neural network (BPNN).

This PBFNN can be segmented and still perform useful functions. The network can still function as a classifier using only the PCN and the CL or only the CL. Using only the PCN one can perform a transformation from one group of possibility functions to another.

There are three types of weight variables used between connecting nodes of the three networks in Fig. 1:
a. the first type called a $\lambda$-weight is used for connection weights between nodes in the PCN;
b. the second type called a $r$-weight is used for connection weights between the output of the PCN and the CL;
c. the third type called a $w$-weight is used for connection weights between the neurons in a standard BPNN.

As the $w$-weights are adjusted according to standard back-propagation algorithms, we shall discuss only the setting and adjustment of the $\lambda$ - and $r$-weights.

The PCN accepts as input, a vector representing a group of possibility functions and generates a group of possibility functions as output.

In the PCNN, the weights associated of the neurons corresponding to the $\lambda$ layers are

$$
\left\{\lambda_{i j}^{(k)}\right\}_{i=\overline{1, L_{k-1}}, j=\overline{1, L_{k}}}
$$



Fig. 1 The framework of a possibility based fuzzy neural network
where:

- $k(k=\overline{1, t})$ represents the order of the PCN layer,
- $i$ is the index of the neuron from the $(k-1)$ layer,
- $j$ means the index of the neuron from the $k$ layer,
- $L_{k}$ is the number of the neurons of the $k$ th layer, $L_{0}=n$,
with

$$
\lambda_{i j}^{(k)}:[0,1] \rightarrow[-1,1]
$$

and they are always positive or always negative.
Each $\lambda_{i j}^{(k)}$ is represented as a binary tuple $\left(\rho_{i j}^{(k)}, \omega_{i j}^{(k)}\right)$, where:

- $\rho_{i j}^{(k)}$ is a transformation function from $[0,1]$ to $[0,1]$;
- $\omega_{i j}^{(k)}$ is a constant real number in $[-1,1]$.

One can use a fuzzy normal distribution function

$$
\begin{equation*}
f(x)=\mathrm{e}^{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}} \tag{1}
\end{equation*}
$$

for each element $x$ of the crisp input vector $X$ to obtain the fuzzified input data of the PCN.

We shall compute the outputs of the neurons from the $k$ th layer of PCN using the relation:

$$
\begin{equation*}
y_{j}^{(k)}(u)=\sum_{i=1}^{L_{k-1}} \omega_{i j}^{(k)} y_{i}^{(k-1)}\left(\rho_{i j}^{(k)}(u)^{-1}\right), u \in[0,1] \tag{2}
\end{equation*}
$$

or shortly

$$
\begin{equation*}
y_{j}^{(k)}=\sum_{i=1}^{L_{k-1}} \omega_{i j}^{(k)}\left(y_{i}^{(k-1)} \circ \rho_{i j}^{(k)^{-1}}\right),(\forall) j=\overline{1, L_{k}}, \tag{3}
\end{equation*}
$$

where:

- $Y^{(k)}=\left(y_{1}^{(k)}, \ldots, y_{L_{k}}^{(k)}\right)$ is the output vector of the $k$ th layer of PCN,
- $Y^{(k-1)}=\left(y_{1}^{(k-1)}, \ldots, y_{L_{k}-1}^{(k)}\right)$ constitutes the input vector of the $k$ th layer (namely the output vector of the $(k-1)$ th layer),
- "o" means the composite of two functions,
- $\rho_{i j}^{(k)-1}$ is the inverse function of $\rho_{i j}^{(k)}$.

The CL accepts as input a possibility function (that represents a possibility vector) generated by the PCN and transforming it into a real number vector.

Each weight of this layer is a function

$$
r_{i j}:[0,1] \rightarrow[-1,1], i=\overline{1, L_{t}}, j=\overline{1, M}
$$

where $L_{t}$ is the number of the neurons from the layer $t$ of PCN and $M$ is the number of the output neurons of CL.

Similar to $\lambda$ in the PCN, $r_{i j}$ is always positive or always negative. The $r$-weights of the CL can be also represented as a binary tuple $r_{i j}=\left(\gamma_{i j}, \tau_{i j}\right), i=\overline{1, L_{t}}, j=\overline{1, M}$ where

$$
\gamma_{i j}:[0,1] \rightarrow[0,1]
$$

is a possibility function, which is different from $\rho$ (the transformation function in the PCN) and $\tau_{i j}$ is a constant real number in $[-1,1]$.

The output $Z=\left(z_{1}, \ldots, z_{M}\right)$ of the CL is a vector having real numbers as components, see the following formula:

$$
\begin{equation*}
z_{j}=\sum_{i=1}^{L_{t}} \tau_{i j}\left(\max _{u \in[0,1]}\left(\min \left(y_{i}^{(t)}(u), \tau_{i j}(u)\right)\right)\right), j=\overline{1, M} \tag{4}
\end{equation*}
$$

$Y^{(t)}=\left(y_{1}^{(t)}, \ldots, y_{L_{t}}^{(t)}\right)$ being the fuzzy input vector of CL, which constitutes the output vector of PCN.

We shall use $y_{i}^{(t)}(u) \cdot \tau_{i j}(u)$ instead of $\min \left(y_{i}^{(t)}(u), \tau_{i j}(u)\right)$ in order to compute easier the outputs of the CL using (4).

## 3 Training Algorithm of the PBFNN

We shall build the training algorithm of the PBFNN in the hypothesis that the PCN has three layers (namely $t=3$ ):

1. the input layer which contains a number of $L_{0}=n$ neurons
2. a hidden layer having $L_{1}$ neurons
3. an output layer with $L_{2}$ neurons.

Step 1. Initialize the weights of the PCN and CL in the following way:
(a) choose a linear function as the initial weight function for each $\rho$ :

$$
\begin{equation*}
\lambda_{i j}^{(k)}\left(u_{i}\right)=v_{j}, i=\overline{1, L_{t}}, j=\overline{1, M} \tag{5}
\end{equation*}
$$

and design a genetic algorithm to search for optimal $\omega$ 's;
(b) let each weight function $\gamma$ as a possibility function:

$$
\begin{equation*}
\gamma_{i j}(u)=\mathrm{e}^{-\frac{\left(u-u_{0}\right)^{2}}{2 \sigma^{2}}}, u_{0} \in[0,1], i=\overline{1, L_{t}}, j=\overline{1, M} \tag{6}
\end{equation*}
$$

assigning usually $\sigma=1$ and design a genetic algorithm to search for optimal $\tau$ 's.

Let $Y^{(0)}=\left(y_{1}^{(0)}, \ldots, y_{L_{0}}^{(0)}\right)$ be the input fuzzy vector of the PCN corresponding to the training vector by the index $p$.

Step 2. Compute the fuzzy output vector $Y^{(1)}=\left(y_{1}^{(1)}, \ldots, y_{L_{1}}^{(1)}\right)$ of the hidden layer of PCN using the relation:

$$
\begin{equation*}
y_{j}^{(1)}=\sum_{i=1}^{L_{0}} \omega_{i j}^{(1)}\left(y_{i}^{(0)} \circ \rho_{i j}^{(1)^{-1}}\right), j=\overline{1, L_{1}} \tag{7}
\end{equation*}
$$

Step 3. Compute the fuzzy output vector $Y^{(2)}=\left(y_{1}^{(2)}, \ldots, y_{L_{2}}^{(1)}\right)$ of the output layer of PCN using the relation:

$$
\begin{equation*}
y_{k}^{(2)}=\sum_{j=1}^{L_{1}} \omega_{j k}^{(2)}\left(y_{j}^{(1)} \circ \rho_{j k}^{(2)^{-1}}\right), k=\overline{1, L_{2}} \tag{8}
\end{equation*}
$$

Step 4. Apply to the input of the CL the fuzzy vector $Y^{(2)}=\left(y_{1}^{(2)}, \ldots, y_{L_{2}}^{(1)}\right)$, which one obtains at the output of the PCN.

Step 5. Determine the output vector $Z=\left(z_{1}, \ldots, z_{M}\right)$ of the CL, having each component a real number:

$$
\begin{equation*}
z_{j}=\sum_{i=1}^{L_{2}} \tau_{i j}\left(\max _{u \in[0,1]}\left(y_{i}^{(2)}(u), \tau_{i j}(u)\right)\right), j=\overline{1, M} \tag{9}
\end{equation*}
$$

where $M$ is the number of the output neurons of the CL.
Step 6. Adjust the weights of the output layer of the PCN:

$$
\left\{\begin{array}{l}
\rho_{j k}^{(2)}\left(u_{j}\right) \leftarrow \rho_{j k}^{(2)}\left(u_{j}\right)+\mu_{\rho} \cdot \frac{\partial E}{\partial \rho_{j k}^{(2)}\left(u_{j}\right)},  \tag{10}\\
\omega_{j k}^{(2)}\left(u_{j}\right) \leftarrow \omega_{j k}^{(2)}\left(u_{j}\right)+\mu_{\omega} \cdot \frac{\partial E}{\partial \omega_{j k}^{(2)}\left(u_{j}\right)},
\end{array}\right.
$$

$j=\overline{1, L_{1}}, k=\overline{1, L_{2}}, \mu_{\rho}, \mu_{\omega}$ being two constants with the meaning of learning rates, and

$$
\begin{equation*}
E=\frac{1}{\left|S_{T}\right|} \sum_{p=1}^{\left|S_{T}\right|} E_{p} \tag{11}
\end{equation*}
$$

defines the performance of the system, where:

- $\left|S_{T}\right|$ represents the number of the vectors from the training lot,
- $E_{p}$ is the output error of the PCN for the $p$ th training sample, defined by:

$$
\begin{equation*}
E_{p}=\sum_{k=1}^{L_{2}}\left(\int_{0}^{1} E_{p}\left(v_{k}\right) \mathrm{d} v_{k}\right) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{p}\left(v_{k}\right)=\frac{1}{2}\left(T_{k}\left(v_{k}\right)-y_{k}^{(2)}\left(v_{k}\right)\right)^{2} \tag{13}
\end{equation*}
$$

$T_{k}=\left(T_{1}, \ldots, T_{L_{2}}\right)$ being the ideal output vector (the target vector) of the input vector by the index $p$ applied to the PCN.

We shall have

$$
\begin{align*}
\frac{\partial E}{\partial \rho_{j k}^{(2)}\left(u_{j}\right)} & =\sum_{k=1}^{L_{2}}\left(\int_{0}^{1} \frac{\partial E_{p}\left(v_{k}\right)}{\partial \rho_{j k}^{(2)}\left(u_{j}\right)} d v_{k}\right) \\
& =\int_{0}^{1} \frac{\partial E_{p}\left(v_{k}\right)}{\partial \rho_{j k}^{(2)}\left(u_{j}\right)} \mathrm{d} v_{k} \\
& =\int_{0}^{1}\left(T_{k}\left(v_{k}\right)-y_{k}^{(2)}\left(v_{k}\right)\right) \cdot \frac{\partial y_{k}^{(2)}\left(v_{k}\right)}{\partial \rho_{j k}^{(2)}\left(u_{j}\right)} \mathrm{d} v_{k} \tag{14}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial y_{k}^{(2)}\left(v_{k}\right)}{\partial \rho_{j k}^{(2)}\left(u_{j}\right)}=\omega_{j k}^{(2)} \cdot \frac{\partial y_{j}^{(1)}}{\partial \rho_{j k}^{(2)-1}\left(v_{k}\right)} \cdot \frac{\partial \rho_{j k}^{(2)^{-1}}\left(v_{k}\right)}{\partial \rho_{j k}^{(2)}\left(u_{j}\right)} . \tag{15}
\end{equation*}
$$

Substituting (14) and (15) into (10) it will results:

$$
\begin{equation*}
\rho_{j k}^{(2)}\left(u_{j}\right) \leftarrow \rho_{j k}^{(2)}\left(u_{j}\right)-\mu_{\rho} \omega_{j k}^{(2)} \int_{0}^{1}\left(T_{k}\left(v_{k}\right)-y_{k}^{(2)}\left(v_{k}\right)\right) \cdot \frac{\partial y_{j}^{(1)}}{\partial \rho_{j k}^{(2)-1}\left(v_{k}\right)} \cdot \frac{\partial \rho_{j k}^{(2)^{-1}}\left(v_{k}\right)}{\partial \rho_{j k}^{(2)}\left(u_{j}\right)} \mathrm{d} v_{k}, \tag{16}
\end{equation*}
$$

where $i=\overline{1, L_{1}}, k=\overline{1, L_{2}}$.
Similarly,

$$
\begin{equation*}
\left.\frac{\partial E}{\partial \omega_{j k}^{(2)}}=\sum_{k=1}^{L_{2}}\left(\int_{0}^{1} \frac{\partial E_{p}\left(v_{k}\right)}{\partial \omega_{j k}^{(2)}\left(u_{j}\right)}\right) d v_{k}\right)=\int_{0}^{1} \frac{\partial E_{p}\left(v_{k}\right)}{\partial \omega_{j k}^{(2)}} \mathrm{d} v_{k} \tag{17}
\end{equation*}
$$

namely

$$
\begin{equation*}
\frac{\partial E}{\partial \omega_{j k}^{(2)}}=-\int_{0}^{1}\left(T_{k}\left(v_{k}\right)-y_{k}^{(2)}\left(v_{k}\right)\right) \cdot \frac{\partial y_{k}^{(2)}\left(v_{k}\right)}{\partial \omega_{j k}^{(2)}} \mathrm{d} v_{k} \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial y_{k}^{(2)}\left(v_{k}\right)}{\partial \omega_{j k}^{(2)}}=y_{j}^{(1)}\left(\rho_{j k}^{(2)^{-1}}\left(v_{k}\right)\right) \tag{19}
\end{equation*}
$$

Substituting (18) and (19) into (10) we obtain:

$$
\begin{equation*}
\omega_{j k}^{(2)}\left(u_{j}\right) \leftarrow \omega_{j k}^{(2)}\left(u_{j}\right)-\mu_{\omega} \int_{0}^{1}\left(T_{k}\left(v_{k}\right)-y_{k}^{(2)}\left(v_{k}\right)\right) \cdot y_{j}^{(1)}\left(\rho_{j k}^{(2)^{-1}}\left(v_{k}\right)\right) \mathrm{d} v_{k} \tag{20}
\end{equation*}
$$

where $i=\overline{1, L_{1}}, k=\overline{1, L_{2}}$.
Step 7. Adjust the weights of the hidden layer of the PCN:

$$
\left\{\begin{array}{l}
\rho_{i j}^{(1)}\left(u_{i}\right) \leftarrow \rho_{i j}^{(1)}\left(u_{i}\right)+\mu_{\rho} \cdot \frac{\partial E}{\partial \rho_{i j}^{(1)}\left(u_{i}\right)}  \tag{21}\\
\omega_{i j}^{(1)}\left(u_{i}\right) \leftarrow \omega_{i j}^{(1)}\left(u_{i}\right)+\mu_{\omega} \cdot \frac{\partial E}{\partial \omega_{i j}^{(1)}\left(u_{i}\right)}
\end{array}\right.
$$

$i=\overline{1, L_{0}}, j=\overline{1, L_{1}}$, where:

$$
\begin{equation*}
\frac{\partial E}{\partial \rho_{i j}^{(1)}\left(u_{i}\right)}=\sum_{k=1}^{L_{2}}\left(\int_{0}^{1} \frac{\partial E_{p}\left(v_{k}\right)}{\partial \rho_{i j}^{(1)}\left(u_{i}\right)}\right) d v_{k} \tag{22}
\end{equation*}
$$

namely

$$
\begin{equation*}
\frac{\partial E}{\partial \rho_{i j}^{(1)}\left(u_{i}\right)}=-\sum_{k=1}^{L_{2}}\left(\int_{0}^{1}\left(T_{k}\left(v_{k}\right)-y_{k}^{(2)}\left(v_{k}\right)\right) \cdot \frac{\partial y_{k}^{(2)}\left(v_{k}\right)}{\partial \rho_{i j}^{(1)}\left(u_{i}\right)} d v_{k}\right) \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
y_{k}^{(2)}\left(v_{k}\right)=\sum_{j=1}^{L_{1}} \omega_{j k}^{(2)} \cdot y_{j}^{(1)}\left(\rho_{j k}^{(2)^{-1}}\left(v_{k}\right)\right) \tag{24}
\end{equation*}
$$

namely

$$
\begin{equation*}
y_{k}^{(2)}\left(v_{k}\right)=\sum_{j=1}^{L_{1}} \omega_{j k}^{(2)} \cdot \sum_{i=1}^{L_{0}} \omega_{i j}^{(1)} \cdot y_{i}^{(0)}\left(\rho_{i j}^{(1)^{-1}}\left(\rho_{j k}^{(2)^{-1}}\left(v_{k}\right)\right)\right) \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial y_{k}^{(2)}\left(v_{k}\right)}{\partial \rho_{i j}^{(1)}\left(u_{i}\right)}=\omega_{j k}^{(2)} \cdot \omega_{i j}^{(1)} \cdot \frac{\partial y_{i}^{(0)}}{\partial \rho_{i j}^{(1)^{-1}}\left(\rho_{j k}^{(2)-1}\left(v_{k}\right)\right)} \cdot \frac{\left.\partial \rho_{i j}^{(1)^{-1}}\left(\rho_{j}^{(2)}\right)^{-1}\left(v_{k}\right)\right)}{\rho_{i j}^{(1)}\left(u_{i}\right)}, \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial \rho_{i j}^{(1)^{-1}}\left(\rho_{j k}^{(2)^{-1}}\left(v_{k}\right)\right)}{\rho_{i j}^{(1)}\left(u_{i}\right)}=\frac{\partial \rho_{i j}^{(1)^{-1}}}{\partial \rho_{j k}^{(2)^{-1}}\left(v_{k}\right)} \cdot \frac{\partial \rho_{j k}^{(2)^{-1}}\left(v_{k}\right)}{\partial \rho_{i j}^{(1)}\left(u_{i}\right)} \tag{27}
\end{equation*}
$$

Substituting (23), (26), (27) into the first formula from the relation (21) we achieve:

$$
\begin{align*}
\rho_{i j}^{(1)}\left(u_{i}\right) \leftarrow & \rho_{i j}^{(1)}\left(u_{i}\right)-\mu_{\rho} \cdot \omega_{i j}^{(1)} \\
& \cdot \sum_{k=1}^{L_{2}} \omega_{j k}^{(2)}\left(T_{k}\left(v_{k}\right)-y_{k}^{(2)}\left(v_{k}\right)\right) \cdot \frac{\partial y_{i}^{(0)}}{\partial \rho_{i j}^{(1)^{-1}}\left(\rho_{j k}^{(2)^{-1}}\left(v_{k}\right)\right)}  \tag{28}\\
& \cdot \frac{\partial \rho_{i j}^{(1)^{-1}}}{\partial \rho_{j k}^{(2)^{-1}}\left(v_{k}\right)} \cdot \frac{\partial \rho_{j k}^{(2)^{-1}}\left(v_{k}\right)}{\partial \rho_{i j}^{(1)}\left(u_{i}\right)} \mathrm{d} v_{k},
\end{align*}
$$

( $\forall$ ) $i=\overline{1, L_{0}}, j=\overline{1, L_{1}}$.
Analogically,

$$
\begin{equation*}
\left.\frac{\partial E}{\partial \omega_{i j}^{(1)}\left(u_{i}\right)}=\sum_{k=1}^{L_{2}}\left(\int_{0}^{1} \frac{\partial E_{p}\left(v_{k}\right)}{\partial \omega_{i j}^{(1)}\left(u_{i}\right)}\right) \mathrm{d} v_{k}\right) \tag{29}
\end{equation*}
$$

namely

$$
\begin{equation*}
\frac{\partial E}{\partial \omega_{i j}^{(1)}\left(u_{i}\right)}=-\sum_{k=1}^{L_{2}}\left(\int_{0}^{1}\left(T_{k}\left(v_{k}\right)-y_{k}^{(2)}\left(v_{k}\right)\right) \cdot \frac{\partial y_{k}^{(2)}\left(v_{k}\right)}{\partial \omega_{i j}^{(1)}\left(u_{i}\right)} \mathrm{d} v_{k}\right), \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial y_{k}^{(2)}\left(v_{k}\right)}{\partial \omega_{i j}^{(1)}\left(u_{i}\right)}=\omega_{j k}^{(2)} \cdot y_{i}^{(0)}\left(\rho_{i j}^{(1)^{-1}}\left(\rho_{j k}^{(2)^{-1}}\left(v_{k}\right)\right)\right) . \tag{31}
\end{equation*}
$$

Substituting (30), (31) into the second formula from the relation (21) we achieve:

$$
\omega_{i j}^{(1)}\left(u_{i}\right) \leftarrow \omega_{i j}^{(1)}\left(u_{i}\right)-\mu_{\omega} .
$$

$$
\begin{equation*}
\sum_{k=1}^{L_{2}} \omega_{j k}^{(2)} \int_{0}^{1}\left(T_{k}\left(v_{k}\right)-y_{k}^{(2)}\left(v_{k}\right)\right) \cdot y_{i}^{(0)}\left(\rho_{i j}^{(1)^{-1}}\left(\rho_{j k}^{(2)^{-1}}\left(v_{k}\right)\right)\right) \mathrm{d} v_{k}, \tag{32}
\end{equation*}
$$

( $\forall$ ) $i=\overline{1, L_{2}}, j=\overline{1, M}$.
Step 8. Adjust the weights of the CL:

$$
\left\{\begin{array}{l}
\gamma_{i j}(u) \leftarrow \gamma_{i j}(u)+\mu_{\gamma} \cdot \frac{\partial E}{\partial \gamma_{i j}(u)},  \tag{33}\\
\tau_{i j} \leftarrow \tau_{i j}+\mu_{\tau} \cdot \frac{\partial E}{\partial \tau_{i j}},
\end{array}\right.
$$

$u \in[0,1],(\forall) i=\overline{1, L_{2}}, j=\overline{1, M}, \mu_{\gamma}$ and $\mu_{\tau}$ being two constants with the meaning of learning rates and $E$ is the performance of the system (defined as in (11)), $E_{p}$ being in this case the output error of the CL for the $p$ th training sample and it is defined by:

$$
\begin{equation*}
E_{p}=\frac{1}{2} \sum_{j=1}^{M}\left(U_{j}-z_{j}\right)^{2} \tag{34}
\end{equation*}
$$

$U=\left(U_{1}, \ldots, U_{M}\right)$ being the ideal output vector (the target vector) of the input vector by the index $p$ applied to the CL.

We shall have:

$$
\begin{equation*}
\frac{\partial E}{\partial \gamma_{i j}(u)}=\frac{\partial E_{p}}{\partial \gamma_{i j}(u)}=-\left(U_{j}-z_{j}\right) \frac{\partial z_{j}}{\partial \gamma_{i j}(u)} . \tag{35}
\end{equation*}
$$

Let $u_{\max }$ the point for which $y_{i}^{(2)}(u) \gamma_{i j}(u)$ has maximum value. Hence:

$$
\begin{equation*}
\frac{\partial z_{j}}{\partial \gamma_{i j}(u)}=\sum_{k=1}^{M} \tau_{k j} \cdot \frac{\partial\left(y_{k}^{(2)}(u) \cdot \gamma_{k j}(u)\right)}{\partial \gamma_{i j}\left(u_{\max }\right)}, \tag{36}
\end{equation*}
$$

namely

$$
\begin{equation*}
\frac{\partial z_{j}}{\partial \gamma_{i j}(u)}=\sum_{k=1}^{M} \tau_{k j}\left(\gamma_{k j}\left(u_{\max }\right) \cdot \frac{\partial y_{k}^{(2)}}{\partial \gamma_{i j}\left(u_{\max }\right)}+y_{k}^{(2)}\left(u_{\max }\right) \cdot \frac{\partial \gamma_{k j}}{\partial \gamma_{i j}\left(u_{\max }\right)}\right) \tag{37}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial y_{k}^{(2)}}{\partial \gamma_{i j}\left(u_{\max }\right)}=0 \tag{38}
\end{equation*}
$$

and

$$
\frac{\partial \gamma_{k j}}{\partial \gamma_{i j}\left(u_{\max }\right)}=\left\{\begin{array}{l}
1, \text { if } k=i  \tag{39}\\
0, \text { otherwise. }
\end{array}\right.
$$

Introducing the relations (36), (37)-(39) into the first formula from (33) one obtains:

$$
\begin{equation*}
\gamma_{i j}\left(u_{\max }\right) \leftarrow \gamma_{i j}\left(u_{\max }\right)-\mu_{\gamma} \cdot \tau_{i j} \cdot\left(U_{j}-z_{j}\right) \cdot y_{i}^{(2)}\left(u_{\max }\right), \tag{40}
\end{equation*}
$$

( $\forall$ ) $i=\overline{1, L_{2}}, j=\overline{1, M}$.
Similarly, we shall have:

$$
\begin{equation*}
\frac{\partial E}{\partial \tau_{i j}}=\frac{\partial E_{p}}{\partial \tau_{i j}}=-\left(U_{j}-z_{j}\right) \frac{\partial z_{j}}{\partial \tau_{i j}}, \tag{41}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial z_{j}}{\partial \tau_{i j}}=\max _{u \in[0,1]}\left(y_{i}^{(2)}(u) \cdot \gamma_{i j}(u)\right)=y_{i}^{(2)}\left(u_{\max }\right) \cdot \gamma_{i j}\left(u_{\max }\right) . \tag{42}
\end{equation*}
$$

Substituting (41) and (42) into the second formula from (33) we shall achieve:

$$
\begin{equation*}
\tau_{i j} \leftarrow \tau_{i j}-\mu_{\tau} \cdot \tau_{i j} \cdot\left(U_{j}-z_{j}\right) \cdot y_{i}^{(2)}\left(u_{\max }\right) \cdot \gamma_{i j}\left(u_{\max }\right), \tag{43}
\end{equation*}
$$

( $\forall$ ) $i=\overline{1, L_{2}}, j=\overline{1, M}$.
Step 9. Compute the PCN error because of the $p$ th training vector with (12).
Step 10. Compute the CL error because of the $p$ th training vector, using (34).
Step 11. If the training algorithm has not applied for all the training vectors, then go to the next vector. Otherwise, test the stop condition. For example, we can stop the algorithm after a fixed training epoch numbers.

## 4 Conclusion

The paper describes a new type of fuzzy neural network, entitled possibility function based neural network. Its advantages consist in that it not only can perform as a standard neural network, but can also accept a group of possibility functions as input.

The possibility function based network discussed in this paper has novel structures. The parameter computing network in a possibility function based network can also be used to predict functions. The converting layer is used to convert the possibility function to a value. This layer is necessary for data classification.
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# Elementary Matrix Decomposition <br> Algorithm for Symmetric Extension of Laurent Polynomial Matrices and Its Application in Construction of Symmetric M-Band Filter Banks 

Jianzhong Wang


#### Abstract

In this paper, we develop a novel and effective algorithm for the construction of perfect reconstruction filter banks (PRFBs) with linear phase. In the algorithm, the key step is the symmetric Laurent polynomial matrix extension (SLPME). There are two typical problems in the construction: (1) For a given symmetric finite lowpass filter a with the polyphase, to construct a PRFBs with linear phase such that its low-pass band of the analysis filter bank is a. (2) For a given dual pair of symmetric finite low-pass filters, to construct a PRFBs with linear phase such that its low-pass band of the analysis filter bank is $\mathbf{a}$, while its low-pass band of the synthesis filter bank is $\mathbf{b}$. In the paper, we first formulate the problems by the SLPME of the Laurent polynomial vector(s) associated to the given filter(s). Then we develop a symmetric elementary matrix decomposition algorithm based on Euclidean division in the ring of Laurent polynomials, which finally induces our SLPME algorithm.


## 1 Introduction

The main purpose of this paper is to develop a novel and effective algorithm for the construction of perfect reconstruction filter banks (PRFBs) with linear phase. In the algorithm, the key step is the symmetric Laurent polynomial matrix extension (SLPME).

PRFBs have been widely used in many areas such as signal and image processing, data mining, feature extraction, and compressive sensing [3, 8, 11-14]. A PRFB consists of two sub-filter banks: an analysis filter bank, which decomposes a signal into different bands, and a synthesis filter bank, which composes a signal from its different band components. Either an analysis filter bank or a synthesis one consists of several band-pass filters. Assume that an analysis filter bank consists of the filter set $\left\{H_{0}, H_{1}, \ldots, H_{M-1}\right\}$ and a synthesis filter bank consists of the set

[^10]$\left\{B_{0}, B_{1}, \ldots, B_{M-1}\right\}$, where $H_{0}$ and $B_{0}$ are low-pass filters. Then they form an $M$ band PRFB if and only if the following condition holds:
\[

$$
\begin{equation*}
\sum_{j=0}^{M-1} B_{j}(\uparrow M)(\downarrow M) \bar{H}_{j}=I \tag{1}
\end{equation*}
$$

\]

where $\downarrow M$ is the $M$-downsampling operator, $\uparrow M$ is the $M$-upsampling operator, $I$ is the identity operator, and $\bar{H}_{j}$ denotes the conjugate filter of $H_{j}$. Note that the conjugate of a real filter $\mathbf{a}=\left(\ldots, a_{-1}, a_{0}, a_{1}, \ldots\right)$ is defined as $\overline{\mathbf{a}}=\left(\ldots, a_{1}, a_{0}, a_{-1}, \ldots\right)$. In signal processing, a filter $H$ having only finite non-zero entries is called a finite impulse response (FIR). Otherwise it is called an infinite impulse response (IIR). Since FIR is much more often used than IIR, in this paper we only study FIR with real entries. Recall that the $z$-transform of a FIR $H$ is a Laurent polynomial (LP) and the $z$ transform of the conjugate filter of $H$ is $\bar{H}(z)=H(1 / z)$. We define the $M$-polyphase form of a signal (or a filter) $\mathbf{x}$ by the LP vector $\left.\left[a^{[M, 0]}(z), \ldots, a^{[M, M-1]}(z)\right\}\right]$, where

$$
a^{[M, k]}(z)=\sum_{j} a(M j+k) z^{j}, \quad 0 \leq k \leq M-1
$$

For convenience, we will simplify $a^{[M, k]}$ to $a^{[k]}$ if it does not cause confusion. The polyphase form of a $M$-band filter bank $\left\{H_{0}, \ldots, H_{M-1}\right\}$ is the following LP matrix.

$$
\mathbf{H}(z)=\left[\begin{array}{cccc}
H_{0}^{[0]}(z) & H_{0}^{[1]}(z) & \cdots & H_{0}^{[M-1]}(z) \\
H_{1}^{[0]}(z) & H_{1}^{[1]}(z) & \cdots & H_{1}^{[M-1]}(z) \\
\vdots & \vdots & \cdots & \vdots \\
H_{M-1}^{[0]}(z) & H_{M-1}^{[1]}(z) & \cdots & H_{M-1}^{[M-1]}(z)
\end{array}\right]
$$

Using polyphase form, we represent (1) as a LP matrix identity in the following theorem.

Theorem 1 The filter bank pair of $\left\{H_{0}, \ldots, H_{M-1}\right\}$ and $\left\{B_{0}, \ldots, B_{M-1}\right\}$ realizes a PRFB if and only if the following identity holds:

$$
\begin{equation*}
\mathbf{H}(z) \mathbf{B}^{*}(z)=\frac{1}{M} I \tag{2}
\end{equation*}
$$

where both $\mathbf{H}(z)$ and $\mathbf{B}(z)$ are LP matrices, and $\mathbf{B}^{*}(z)$ denotes the conjugate transpose matrix of $\mathbf{B}(z)$.

We denote by $\mathscr{L}$ the ring of all Laurent polynomials, and call a LP matrix is $\mathscr{L}$ invertible, if its inverse is a LP matrix too. Since $M \mathbf{B}^{*}(z)=\mathbf{H}^{-1}(z)$ in a PRFB, the polyphases of its analysis filter bank and its synthesis one are $\mathscr{L}$-invertible. By (2), we also have

$$
\sum_{j=0}^{M-1} M H_{0}^{[j]}(z) \bar{B}_{0}^{[j]}(z)=1
$$

In general, we will call a LP vector $\mathbf{a}(z)=\left[a_{1}(z), \ldots, a_{M}(z)\right]$ a prime one if there is a LP vector $\mathbf{b}(z)=\left[b_{1}(z), \ldots, b_{M}(z)\right]$ such that $\mathbf{a}(z) \mathbf{b}^{T}(z)=1$. More details of the theory of PRFBs are referred to $[10,15]$.

The filters with symmetry (also called with linear phases) are more desirable in application [10]. They are formally defined as follows:

Definition 2 Let $c$ be an integer. A filter (or signal) $\mathbf{x}$ is called symmetric or antisymmetric about $c / 2$ if $x(k)=x(c-k)$ or $x(k)=-x(c-k), k \in \mathbb{Z}$, respectively.

Later, for simplification, we will use the term symmetric to mention both symmetric and antisymmetric. Thus, $\mathbf{x}$ is symmetric if and only if $x(k)=\varepsilon x(c-k)$, where $\varepsilon(=1$ or -1$)$ is the symbol of the symmetry-type. Note that we can always shift a signal/filter $\mathbf{x}$ such that the shifted one has the symmetric center at $c=0$ or $c= \pm 1$. Hence, without loss of generality, in this paper we always assume that a symmetric filter has the center at $c=0, c=1$, or $c=-1$, and simply call it 0 symmetric, 1 -symmetric, or ( -1 )-symmetric, respectively. Correspondingly, the set of all 0 -symmetric filters ( 1 -symmetric, or ( -1 )-symmetric ones) is denoted by $\mathscr{V}_{0}$ ( $\mathscr{V}_{1}$ or $\mathscr{V}_{-1}$ ). Besides, when we need to stress on the symmetry-type, we denote by $\mathscr{V}_{1}^{+}, \mathscr{V}_{0}^{+}, \mathscr{V}_{-1}^{+}$for $\varepsilon=+1$ and $\mathscr{V}_{1}^{-}, \mathscr{V}_{0}^{-}, \mathscr{V}_{-1}^{-}$for $\varepsilon=-1$. It is clear that if $\mathbf{x} \in \mathscr{V}_{0}$, then so is $\overline{\mathbf{x}}$, and if $\mathbf{x} \in \mathscr{V}_{1}$, then $\overline{\mathbf{x}} \in \mathscr{V}_{-1}$. We also have the following: $\mathbf{x} \in \mathscr{V}_{0}$ if and only if $x(z)=\varepsilon x(1 / z), \mathbf{x} \in \mathscr{V}_{1}$ if and only if $x(z)=\varepsilon z x(1 / z)$, and $\mathbf{x} \in \mathscr{V}_{-1}$ if and only if $x(z)=\varepsilon / z x(1 / z)$. In addition, if $a(z)=\varepsilon b(1 / z)(a(z)=\varepsilon z b(1 / z), a(z)=$ $\varepsilon / z b(1 / z)$ ), we call $[a(z), b(z)]$ a $\mathscr{V}_{0}\left(\mathscr{V}_{1}, \mathscr{V}_{-1}\right)$ pair. For a symmetric filter $H$, we modify its $M$-polyphase to the following:

$$
H^{[k]}(z)=\sum_{j} H(M j+k) z^{j}, \quad-m \leq k \leq M-m-1, \quad m=\left[\frac{M-1}{2}\right] .
$$

Later, a LP vector is called a $S$-LP one if it is a polyphase form of a symmetric filter. Similarly, we will call a LP matrix $S r-L P$ matrix (Sc-LP matrix) if its rows (columns) are S-LP vectors. They will be simply called S-LP matrices if row and column are not stressed. Similarly, a PRFB is called symmetric if all of its band-filters are symmetric. Two fundamental problems in the construction of symmetric PRFBs are the following:

Problem 1 Assume that a given symmetric low-band filter $H_{0}$ has a prime polyphase. How to construct a symmetric PRFB, in which the first band of its analysis filter bank is $H_{0}$ ?

Problem 2 Assume that a dual pair of symmetric low-band filters $H_{0}$ and $B_{0}$ are given. How to find other symmetric components $H_{1}, \ldots, H_{M-1}$ and $B_{1}, \ldots, B_{M-1}$ so that they form a symmetric PRFB?

By Theorem 1, we have the following:
Corollary 3 The symmetric filter banks $\left\{H_{0}, \ldots, H_{M-1}\right\}$ and $\left\{B_{0}, \ldots, B_{M-1}\right\}$ form a symmetric PRFB if and only if the following identity holds:

$$
\begin{equation*}
\mathbf{H}(z) \mathbf{B}^{*}(z)=\frac{1}{M} I \tag{3}
\end{equation*}
$$

where both $\mathbf{H}(z)$ and $\mathbf{B}(z)$ are Sr-LP matrices.
Ignoring the factor $\frac{1}{M}$ on the right-hand side of (3) in Corollary 3, we can see that the two fundamental problems are equivalent the following symmetric Laurent polynomial Matrix extension (SLPME) problems:

SLPME Problem 1 Assume that a given S-LP row vector $\mathbf{a}(z) \in \mathscr{L}^{M}$ is prime. To find an $\mathscr{L}$-invertible $\operatorname{Sr}$-LP matrix $A(z)$ such that $A(1,:)=\mathbf{a}$.

SLPME Problem 2 Assume that a given pair of S-LP row vectors $[\mathbf{a}(z), \mathbf{b}(z)]$ satisfies $\mathbf{a}(z) \mathbf{b}^{T}(z)=1$. To find an $\mathscr{L}$-invertible Sr-LP matrix $A(z)$ such that $A(1,:)=\mathbf{a}$ and $A^{-1}(:, 1)=\mathbf{b}^{T}$.

Laurent polynomial matrix extension (LPME) has been discussed in [1, 4, 9]. Having the aid of LPME technique, several algorithms have been developed for the construction of PRFBs [2,5-7, 15, 16]. Unfortunately, the methods for constructing LPME usually do not produce SLPME. The main difficulty in SLPME is how to preserve the symmetry. Recently, Chui, Han, and Zhuang in [2] proposed a bottomup algorithm for solving SPLME Problem 2 based on the properties of dual filters.

In this paper, we solve the problem in the framework of the algebra of Laurent polynomials. Our approach to SLPME is based on the decomposition of $\mathscr{L}$-invertible S-LP matrix in the LP ring [15]. To make the paper more readable, we restrict our discussion for $M=2,3,4$. The readers can find that our algorithms can be extended for any integer $M$ without essential difficulty.

The paper is organized as follows. In Sect. 2, we discuss the properties of S-LP vectors and the symmetric Euclidean division in the LP ring. In Sect. 3, we introduce the elementary S-LP matrix decomposition technique and apply it in the development of the SLPME algorithms. Finally, two illustrative examples are presented in Sect.4.

## 2 S-LP Vectors and Symmetric Euclidean Division

For simplification, in the paper, we only discuss LP with real coefficients. Readers will find that our results can be trivially generalized to LP with coefficients in the complex field or other number fields. Let the ring of all polynomials be denoted by $\mathscr{P}$ and write $\mathscr{P}_{h}=\mathscr{P} \backslash\{0\}$. Similarly, let the ring of all Laurent polynomials be denoted by $\mathscr{L}$ and write $\mathscr{L}_{h}=\mathscr{L} \backslash\{0\}$. If $a \in \mathscr{L}_{h}$, we can write $a(z)=\sum_{k=m}^{n} a_{k} z^{k}$, where $n \geq m$ and $a_{m} a_{n} \neq 0$. We define the highest degree

Table 1 The symmetry of the components in a S-LP vector

| $M=2$ | $c=0$ | $x^{[0]}(z)=\varepsilon x^{[0]}(1 / z), x^{[1]}(z)=\varepsilon / z x^{[1]}(1 / z)$ |
| :--- | :--- | :--- |
|  | $c=1$ | $x^{[0]}(z)=\varepsilon x^{[1]}(1 / z)$ |
| $M=3$ | $c=0$ | $x^{[0]}(z)=\varepsilon x^{[0]}(1 / z), x^{[1]}(z)=\varepsilon x^{[-1]}(1 / z)$ |
|  | $c=1$ | $x^{[0]}(z)=\varepsilon x^{[1]}(1 / z), x^{[-1]}(z)=\varepsilon z x^{[-1]}(1 / z)$ |
| $M=4$ | $c=0$ | $x^{[0]}(z)=\varepsilon x^{[0]}(1 / z), x^{[1]}(z)=\varepsilon x^{[-1]}(1 / z), x^{[2]}(z)=\varepsilon / z x^{[2]}(1 / z)$ |
|  | $c=1$ | $x^{[0]}(z)=\varepsilon x^{[1]}(1 / z), x^{[-1]}(z)=\varepsilon x^{[2]}(1 / z)$ |

and the lowest degree of $a \in \mathscr{L}_{h}$ by $\operatorname{deg}^{+}(a)=n$ and $\operatorname{deg}^{-}(a)=m$ respectively. When $a=0$, we agree that $\operatorname{deg}^{+}(0)=-\infty$ and $\operatorname{deg}^{-}(0)=\infty$. We define the support length of $a$ by supp $(a)=\operatorname{deg}^{+}(a)-\operatorname{deg}^{-}(a)$. Particularly, when $a(z) \in \mathscr{L}_{h}$ is 0 -symmetric, 1 -symmetric, or $(-1)$-symmetric, we have $\operatorname{deg}^{-}(a)=-\operatorname{deg}^{+}(a)$, $\operatorname{deg}^{-}(a)=-\operatorname{deg}^{+}(a)+1$, or $\operatorname{deg}^{-}(a)=-\operatorname{deg}^{+}(a)-1$, respectively.

Let the semi-group $\mathscr{G} \subset \mathscr{P}_{h}$ be defined by $\mathscr{G}=\left\{p \in \mathscr{P}_{h}: p(0) \neq 0\right\}$. Then, the power mapping $\pi: \mathscr{L}_{h} \rightarrow \mathscr{G}, \pi(a(z))=z^{-\operatorname{deg}^{-}(a)} a(z)$, defines an equivalent relation " $\backsim$ " in $\mathscr{L}_{h}$, i.e., $a \backsim b$ if and only if $\pi(a)=\pi(b)$. For convenience, we agree that $\pi(0)=0$. Let $\mathscr{L}_{m}$ denote the group of all non-vanished Laurent monomials: $\mathscr{L}_{m}=\left\{m \in \mathscr{L}_{h} ; m=c z^{\ell}, c \neq 0, \ell \in \mathbb{Z}\right\}$. Then, we have $\pi(m)=c$. For a LP vector $\mathbf{a}=\left[a_{1}, \ldots, a_{s}\right]$, we define $\pi(\mathbf{a})=\left[\pi\left(a_{1}\right), \ldots, \pi\left(a_{s}\right)\right]$. Then the greatest common divisor (gcd) of a nonzero row (or column) LP vector $\mathbf{a} \in \mathscr{L}^{s}$ is defined by $\operatorname{gcd}_{\mathscr{L}}(\mathbf{a})=\operatorname{gcd}(\pi(\mathbf{a})) \in \mathscr{G}$. A LP $a(z) \in \mathscr{L}_{h}$ is said to be in the subset $\mathscr{L}_{d}$ if $a(z)=\varepsilon a(1 / z)$ and $\operatorname{gcd}_{\mathscr{L}}(a(z), a(1 / z))=1$. A LP matrix $A(z) \in \mathscr{L}^{s \times s}$ is said to be $\mathscr{L}$-invertible if $A(z)$ is invertible and $A^{-1}(z) \in \mathscr{L}^{s \times s}$ too. It is obvious that $A(z)$ is $\mathscr{L}$-invertible if and only if $\operatorname{det}(A(z)) \in \mathscr{L}_{m}$.

We now discuss the properties of S-LP vectors. Recall that an $M$ dimensional S-LP vector is defined as the $M$-polyphase form of a symmetric filter. Let $\mathbf{x}(z)$ be an $M$-dimensional S-LP vector. We list its symmetric properties for $M=2,3,4$, in Table 1.

Let $m=\left[\frac{M-1}{2}\right]$. We can verify that, when $M$ is even and $c=0, x^{[0]}(z) \in$ $\mathscr{V}_{0}, x^{[m]}(z) \in \mathscr{V}_{-1}$, and $\left[x^{[i]}(z), x^{[-i]}(z)\right], i=1, \ldots, M-1$, are $\mathscr{V}_{0}$ pairs; when $M$ is even and $c=1,\left(x^{[i]}(z), x^{[-i+1]}(z)\right), i=1, \ldots, M$, are $\mathscr{V}_{0}$ pairs; when $M$ is odd and $c=0, x^{[0]}(z) \in \mathscr{V}_{0}$, and $\left[x^{[i]}(z), x^{[-i]}(z)\right], i=1, \ldots, M$, are $\mathscr{V}_{0}$ pairs; when $M$ is odd and $c=1,\left[x^{[i]}(z), x^{[-i+1]}(z)\right], i=1, \ldots, M$, are $\mathscr{V}_{0}$ pair and $x^{[-M]}(z) \in \mathscr{V}_{1}$.

We need the following $\mathscr{L}$-Euclid's division theorem [15] in our discussion.
Theorem 4 Let $(a, b) \in \mathscr{L}_{h} \times \mathscr{L}_{h}$ and $\operatorname{supp}(a) \geq \operatorname{supp}(b)$. Then there exists $a$ unique pair $(q, r) \in \mathscr{L} \times \mathscr{L}$ such that $a(z)=q(z) b(z)+r(z)$ with

$$
\begin{equation*}
\operatorname{supp}(r)+\operatorname{deg}^{-}(a) \leq \operatorname{deg}^{+}(r)<\operatorname{supp}(b)+\operatorname{deg}^{-}(a), \tag{4}
\end{equation*}
$$

which implies that $\operatorname{supp}(q) \leq \operatorname{supp}(a)-\operatorname{supp}(b)$ and $\operatorname{supp}(r)<\operatorname{supp}(b)$.

By Theorem 4, it is also clear that if $\operatorname{deg}^{-}(a)=\operatorname{deg}^{-}(b)$, then $q \in \mathscr{P}_{h}$ and $\operatorname{deg}(q) \leq$ $\operatorname{deg}^{+}(a)-\operatorname{deg}^{+}(b)$. From Theorem 4, we derive the symmetric $\mathscr{L}$-Euclid's division theorem to deal with S-LP vectors.

Theorem 5 Let $a(z) \in \mathscr{V}_{0}$ with $\operatorname{supp}(a)=2 m, b(z) \in \mathscr{V}_{-1}$ with $\operatorname{supp}(b)=2 k-1$, $c(z) \in \mathscr{V}_{1}$ with $\operatorname{supp}(c)=2 s-1$, and $d(z) \in \mathscr{L}_{h}$ with $\operatorname{supp}(d)=\ell$ be given. Then we have the following:

1. If $m \geq k$, then there is $p(z) \in \mathscr{V}_{1}^{+}$with $\sup p(p) \leq 2(m-k)$ and $a_{1}(z) \in \mathscr{V}_{0}$ with $\operatorname{supp}\left(a_{1}\right)<\operatorname{supp}(b)$ such that $a(z)=b(z) p(z)+a_{1}(z)$. If $m<k$, then there is $q(z) \in \mathscr{V}_{-1}^{+}$with $\operatorname{supp}(q) \leq 2(k-m)-1$ and $b_{1}(z) \in \mathscr{V}_{-1}$ with $\operatorname{supp}\left(b_{1}\right)<$ $\operatorname{supp}(a)$ such that $b(z)=q(z) a(z)+b_{1}(z)$.
2. If $m \geq s$, then there is $q(z) \in \mathscr{V}_{-1}^{+}$with $\operatorname{supp}(q) \leq 2(m-k)$ and $a_{1}(z) \in \mathscr{V}_{0}$ with $\operatorname{supp}\left(a_{1}\right)<\operatorname{supp}(c)$ such that $a(z)=c(z) q(z)+a_{1}(z)$. Ifm $<s$, then there is $p(z) \in \mathscr{V}_{1}^{+}$with $\operatorname{supp}(p) \leq 2(k-m)-1$ and $c_{1}(z) \in \mathscr{V}_{1}$ with $\operatorname{supp}\left(c_{1}\right)<$ $\operatorname{supp}(a)$ such that $c(z)=p(z) a(z)+c_{1}(z)$.
3. If $\operatorname{supp}(a)>\operatorname{supp}(d)$, there is a $p(z) \in \mathscr{P}_{h}$ with $\operatorname{deg}(p) \leq m-\left[\frac{\ell+1}{2}\right]$ and $a_{1}(z) \in \mathscr{V}_{0}$ with $\operatorname{supp}\left(a_{1}\right) \leq \ell$ such that $a(z)=p(z) d(z)+\varepsilon p(1 / z) d(1 / z)+$ $a_{1}(z)$.
4. If $\operatorname{supp}(b)>\operatorname{supp}(d)$, there is a $q(z) \in \mathscr{P}_{h}$ with $\operatorname{deg}(q) \leq k-1-\left[\frac{\ell+1}{2}\right]$ and $b_{1}(z) \in \mathscr{V}_{-1}$ with $\operatorname{supp}\left(b_{1}\right) \leq \ell$ such that $b(z)=q(z) d(z)+\varepsilon / z q(1 / z) d(1 / z)+$ $b_{1}(z)$. Similarly, if $\operatorname{supp}(c)>\operatorname{supp}(d)$, there is a $p(z) \in \mathscr{P}_{h}$ with $\operatorname{deg}(p) \leq$ $c-1-\left[\frac{\ell+1}{2}\right]$ and $c_{1}(z) \in \mathscr{V}_{1}$ with supp $\left(c_{1}\right) \leq \ell$ such that $c(z)=p(z) d(z)+$ $\varepsilon z p(1 / z) d(1 / z)+c_{1}(z)$.

Proof To prove (1), we write $a(z)=\sum_{j=-m}^{m} a_{j} z^{j}$ and set $a^{t}(z)=\sum_{j=k}^{m} a_{j} z^{j}+$ $\frac{1}{2} \sum_{j=-k+1}^{k-1} a_{j} z^{j}$ so that $a^{t}(z)+\varepsilon a^{t}(1 / z)=a(z)$. By Theorem 4, we can find a $\hat{p}(z) \in \mathscr{P}_{h}$ with $\operatorname{deg}(\hat{p}) \leq m-k$ such that $a^{t}(z)=\hat{p}(z) b(z)+r(z)$, where $r \in \mathscr{L}$ with $\operatorname{deg}^{+}(r)<k, \operatorname{deg}^{-}(r)>-k$. It leads to

$$
a(t)=\hat{p}(z) b(z)+\varepsilon \hat{p}(1 / z) b(1 / z)+r(z)+\varepsilon r(1 / z)
$$

Since $b(z) \in \mathscr{V}_{-1}$, we have $b(z)=\varepsilon / z b(1 / z)$, which yields

$$
a(z)=(\hat{p}(z)+z \hat{p}(1 / z)) b(z)+(r(z)+\varepsilon r(1 / z))
$$

Write $p(z)=\hat{p}(z)+z \hat{p}(1 / z), a_{1}(z)=r(z)+\varepsilon r(1 / z)$. It is obvious that $p(z) \in$ $\mathscr{V}_{1}^{+}$with $\operatorname{supp}(p) \leq 2(m-k)-1$ and $a_{1}(z) \in \mathscr{V}_{0}$ with $\operatorname{supp}(r)<\operatorname{supp}(b)$. The proof of the first statement of (1) is completed. The proofs of the remains are similar.

## 3 SLPME Algorithms Based on Elementary S-LP Matrix Decomposition

We now discuss SLPME algorithms for $M=2,3,4$, respectively.

### 3.1 The Case of $M=2$

We say $\mathbf{a}(z)=\left[a_{1}(z), a_{2}(z)\right] \in \mathscr{V}^{0,2}$ if $a_{1}(z) \in \mathscr{V}_{0}, a_{2}(z) \in \mathscr{V}_{-1}$; and say $\mathbf{a}(z) \in \mathscr{V}^{1,2}$ if it is a $\mathscr{V}_{0}$ pair. We also say $\mathbf{b}(z) \in \mathscr{V} *^{0,2}$ if $b_{1}(z) \in \mathscr{V}_{0}, b_{2}(z) \in \mathscr{V}_{1}$. Define

$$
\mathscr{S}^{0,2}=\left\{S(z)=\left[s_{i j}(z)\right]_{i, j=1}^{2} ; \quad s_{i i}(z) \in \mathscr{V}_{0}^{+}, i=1,2, s_{21}(z) \in \mathscr{V}_{1}^{+}, s_{12}(z) \in \mathscr{V}_{-1}^{+}\right\} .
$$

Thus, if $S(z) \in \mathscr{S}^{0,2}$, then $S(1,:)(z) \in \mathscr{V}^{0,2}$ and $S(:, 1)(z) \in \mathscr{V} *^{0,2}$.

### 3.1.1 The Case of a $\in \mathscr{V}^{0,2}$

To develop our SLPME algorithm, we give the following:
Definition 6 Let $s(z) \in \mathscr{V}_{-1}^{+}, t(z) \in \mathscr{V}_{1}^{+}, k \in \mathbb{Z}$, and $r \in \mathbb{R} \backslash\{0\}$. Then the following matrices

$$
E_{u}(s)=\left[\begin{array}{cc}
1 & s(z)  \tag{5}\\
0 & 1
\end{array}\right] \quad E_{l}(t)=\left[\begin{array}{cc}
1 & 0 \\
t(z) & 1
\end{array}\right], \quad D(r, k)=\left[\begin{array}{cc}
r z^{k} & 0 \\
0 & 1
\end{array}\right]
$$

are called the elementary $\mathscr{S}^{0,2}$ matrices, and their product is called a $\mathscr{S}^{0,2}$ fundamental matrix.

It can verify that all of the matrices in (5) are $\mathscr{L}$-invertible and their inverses are also in $\mathscr{S}^{0,2}$. Indeed, we have

$$
\begin{equation*}
\left(E_{u}(s)\right)^{-1}=E_{u}(-s) \quad\left(E_{l}(t)\right)^{-1}=E_{l}(-t) \quad(D(r, k))^{-1}=D(1 / r,-k) . \tag{6}
\end{equation*}
$$

Later, we simply denote by $E_{u}, E_{l}, D$ for the matrices in (6).
We now return the SLPME for $\mathbf{a} \in \mathscr{V}^{0,2}$. WLOG, we assume supp $\left(a_{1}\right)>\operatorname{supp}\left(a_{2}\right) \geq 1$. Since $\operatorname{gcd}_{\mathscr{L}}(\mathbf{a})=1$, By Theorem 5, we can use elementary $\mathscr{S}^{0,2}$ matrices to make the following:

$$
\mathbf{a}^{0} \xrightarrow{E_{l}\left(-p_{1}\right)} \mathbf{a}^{1} \xrightarrow{E_{u}\left(-q_{1}\right)} \mathbf{a}^{2} \cdots \xrightarrow{E_{l}\left(-p_{n}\right)} \mathbf{a}^{2 n-1} \xrightarrow{E_{u}\left(-q_{n}\right)} \mathbf{a}^{2 n} \xrightarrow{D(r, k)}[1,0],
$$

where $\mathbf{a}^{0}=\mathbf{a}, \mathbf{a}^{2 i} E_{l}\left(-p_{i+1}\right)=\mathbf{a}^{2 i+1}, \mathbf{a}^{2 i+1} E_{u}\left(-q_{i+1}\right)=\mathbf{a}^{2 i+2}, i=1, \ldots, n-1$. Let

$$
\begin{equation*}
E_{a}=E_{l}\left(-p_{1}\right) E_{u}\left(-q_{1}\right) \cdots E_{l}\left(-p_{n}\right) E_{u}\left(-q_{n}\right) D(r, k) . \tag{7}
\end{equation*}
$$

Then $E_{a} \in \mathscr{S}^{0,2}, \mathbf{a} E_{a}=[1,0]$, and its inverse

$$
\begin{equation*}
A_{a}(z)=E_{a}^{-1}(z) \equiv D(1 / r,-k) E_{u}\left(q_{n}\right) E_{l}\left(p_{n}\right) \cdots E_{u}\left(q_{1}\right) E_{l}\left(p_{1}\right) \tag{8}
\end{equation*}
$$

provides a solution for SLPME Problem 1.
We now consider the SPLME Problem 2. WLOG, assuming that the symmetric dual pair $[\mathbf{a}(z), \mathbf{b}(z)] \in \mathscr{V}^{0,2} \times \mathscr{V} *^{0,2}$ is given. Let $E_{a}(z), A_{a}(z)$ be the matrices given in (7) and (8). By $\mathbf{a}(z) \mathbf{b}^{T}(z)=1$ and $A_{a}(1,:)=\mathbf{a}$, we have $A_{a}(z) \mathbf{b}^{T}(z)=$ $[1, w(z)]^{T}$ with $w(z) \in \mathscr{V}_{1}$, which yields $E_{a}(z)[1, w(z)]^{T}=\mathbf{b}^{T}(z)$. Then the matrices $\tilde{A}(z)=E_{l}(-w)(z) A_{a}(z)$ and $\tilde{B}(z)=E_{a}(z) E_{l}(w)(z)$ give the solution.

### 3.1.2 The Case of $a(z) \in \mathscr{V}^{1,2}$

If its dual $\mathbf{b}(z)$ is not given, then by the extended Euclidean algorithm in [15], we can find LP vector $\mathbf{s}(z)=\left[s_{1}(z), s_{2}(z)\right]$, such that as ${ }^{T}=1$. We define $b_{1}(z)=$ $\frac{1}{2}\left(s_{1}(z)+\varepsilon s_{2}(1 / z)\right), b_{2}(z)=\varepsilon b_{1}(1 / z)$. The vector $\mathbf{b}(z)$ is a $\mathscr{V}_{0}$ pair and $\mathbf{a b}^{T}=1$. We now define

$$
A(z)=\left[\begin{array}{cc}
a_{1}(z) & a_{2}(z) \\
-b_{2}(z) & b_{1}(z)
\end{array}\right]
$$

which is $\mathscr{L}$-invertible and its inverse is

$$
B(z)=A^{-1}(z)=\left[\begin{array}{cc}
b_{1}(z) & -a_{2}(z) \\
b_{2}(z) & a_{1}(z)
\end{array}\right]
$$

Then $A(z)$ provides the solution of SPLME Problem 1, and the pair $[A(z), B(z)]$ gives the solution of SPLME Problem 2.

### 3.2 The Case of $M=3$

We say $\mathbf{a}(z)=\left[a_{1}(z), a_{2}(z), a_{3}(z)\right] \in \mathscr{V}^{0,3}$ if $a_{2}(z) \in \mathscr{V}_{0}$ and $\left[a_{1}(z), a_{3}(z)\right]$ is a $\mathscr{V}_{0}$ pair, and say $\mathbf{a}(z) \in \mathscr{V}^{1,3}$ if $a_{2}(z) \in \mathscr{V}_{1}$ and $\left[a_{1}(z), a_{3}(z)\right]$ is a $\mathscr{V}_{0}$ pair. We also say $\mathbf{b}(z) \in \mathscr{V} *^{1,3}$ if $b_{2}(z) \in \mathscr{V}_{-1}$ and $\left[b_{1}(z), b_{3}(z)\right]$ is a $\mathscr{V}_{0}$ pair. Note that, in the case of $M=3, c=1$, the polyphase form $\mathbf{x}(z)$ is not in $\mathscr{V}^{1,3}$, but $\left[x^{[0]}(z), x^{[-1]}(z), x^{[1]}(z)\right] \in$ $\mathscr{V}^{1,3}$.

### 3.2.1 The Case of a $\in \mathscr{V}^{0,3}$

Definition 7 Let $q(z) \in \mathscr{L}$. The matrices of the following two types are called elementary $\mathscr{S}^{0,3}$ matrices:

$$
E_{v}(q)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
q(z) & 1 & q(1 / z) \\
0 & 0 & 1
\end{array}\right], \quad E_{h}(q)=\left[\begin{array}{ccc}
1 & q(z) & 0 \\
0 & 1 & 0 \\
0 & q(1 / z) & 1
\end{array}\right] .
$$

In general, we simply denote by $E$ an elementary $\mathscr{S}^{0,3}$ matrix, and call their product a Fundamental $\mathscr{S}^{0,3}$ one.
It is clear that $E_{v}^{-1}(q)=E_{v}(-q)$ and $E_{h}^{-1}(q)=E_{h}(-q)$. By the same argument for $M=2$, using the elementary $\mathscr{S}^{0,3}$ matrices, we can obtain the following chain:

$$
\mathbf{a}^{0} \xrightarrow{E_{1}} \mathbf{a}^{1} \xrightarrow{E_{2}} \mathbf{a}^{2} \ldots \xrightarrow{E_{n}} \mathbf{a}^{n}
$$

where $\mathbf{a}^{n}$ has the same symmetry as $\mathbf{a}$ and $\operatorname{gcd}_{\mathscr{L}}\left(\mathbf{a}^{n}\right)=1$. Therefore,

$$
\mathbf{a}^{n}=[p(z), 0, \varepsilon p(1 / z)], p(z) \in \mathscr{L}_{d} .
$$

Besides, when $\varepsilon=1$, it may have another form $\mathbf{a}^{n}=[0, r, 0]$. Writing $E=E_{1} E_{2} \cdots$ $E_{n}$, we have $\mathbf{a}(z)=\mathbf{a}^{n}(z) E^{-1}(z)$. Let $q(z) \in \mathscr{L}_{d}$ satisfy $p(z) q(z)+p(1 / z) q(1 / z)=$ 1 and set $\mathbf{q}(z)=[q(z), 0, \varepsilon q(1 / z)]$. We define

$$
Q_{1}(z)=\left[\begin{array}{ccc}
0 & 1 / 2 & -1 / 2  \tag{9}\\
r & 0 & 0 \\
0 & 1 / 2 & 1 / 2
\end{array}\right] \quad Q_{2}(z)=\left[\begin{array}{ccc}
q(z) & 0 & -\varepsilon p(1 / z) \\
0 & 1 & 0 \\
\varepsilon q(1 / z) & 0 & p(z)
\end{array}\right],
$$

whose inverses are

$$
Q_{1}^{-1}(z)=\left[\begin{array}{ccc}
0 & \frac{1}{r} & 0 \\
1 & 0 & 1 \\
-1 & 0 & 1
\end{array}\right] \quad Q_{2}^{-1}(z)=\left[\begin{array}{ccc}
p(z) & 0 & \varepsilon p(1 / z) \\
0 & 1 & 0 \\
-\varepsilon q(1 / z) & 0 & q(z)
\end{array}\right] .
$$

Finally, we define

$$
A(z)= \begin{cases}Q_{1}^{-1}(z) E^{-1}(z), & \text { if } \mathbf{a}^{n}=[0, r, 0], \\ Q_{2}^{-1}(z) E^{-1}(z), & \text { if } \mathbf{a}^{n}=[p(z), 0, \varepsilon p(1 / z)] .\end{cases}
$$

It is clear that $A(z)$ is a SLPME of $\mathbf{a}(z)$.
We now return to SPLME Problem 2. Assume a symmetric dual pair $[\mathbf{a}(z), \mathbf{b}(z)] \in$ $\mathscr{V}^{0,3} \times \mathscr{V}^{0,3}$ is given so that $\mathbf{a}(z) \mathbf{b}^{T}(z)=1$. Let $E(z)$ be the LP matrix above. Define $\mathbf{w}(z)=\mathbf{b}(z)\left(E^{-1}\right)^{T}(z) \in \mathscr{V}^{0,3}$. Then $\mathbf{a}^{n} \mathbf{w}^{T}=\mathbf{a}^{n} E^{-1} \mathbf{b}^{T}=\mathbf{a b}^{T}=1$. Hence,

$$
\mathbf{w}(z)= \begin{cases}{[u(z), 1 / r, \varepsilon u(1 / z)],} & \text { if } \mathbf{a}^{n}=[0, r, 0], \\ {\left[v(z), v_{c}(z), \varepsilon v(1 / z)\right],} & \text { if } \mathbf{a}^{n}=[p(z), 0, \varepsilon p(1 / z)],\end{cases}
$$

where $p(z) v(z)+p(1 / z) v(1 / z)=1$. Write $\quad q_{+}(z)=u(z)+\varepsilon u(1 / z), q_{-}(z)$ $=u(z)-\varepsilon u(1 / z)$. Define

$$
Q_{1}(z)=\left[\begin{array}{ccc}
u(z) & 1 & 1  \tag{10}\\
1 / r & 0 & 0 \\
\varepsilon u(1 / z) & 1 & -1
\end{array}\right], \quad Q_{2}(z)=\left[\begin{array}{ccc}
v(z) & 0 & -\varepsilon p(1 / z) \\
v_{c}(z) & 1 & 0 \\
\varepsilon v(1 / z) & 0 & p(z)
\end{array}\right],
$$

whose inverses are

$$
Q_{1}^{-1}(z)=\frac{1}{2}\left[\begin{array}{ccc}
0 & 2 r & 0 \\
1-r q_{+}(z) & 1 \\
1-r q_{-}(z) & -1
\end{array}\right], \quad Q_{2}^{-1}(z)=\left[\begin{array}{ccc}
p(z) & 0 & \varepsilon p(1 / z) \\
-v_{c}(z) p(z) & 1 & -\varepsilon v_{c}(z) p(1 / z) \\
-\varepsilon v(1 / z) & 0 & v(z)
\end{array}\right]
$$

We now define

$$
A(z)= \begin{cases}Q_{1}^{-1}(z) E^{-1}(z), & \text { if } \mathbf{a}^{n}=[0, r, 0] \\ Q_{2}^{-1}(z) E^{-1}(z), & \text { if } \mathbf{a}^{n}=[p(z), 0, \varepsilon p(1 / z)]\end{cases}
$$

Then, the pair $\left[A(z), A^{-1}(z)\right]$ is a SLPME of the pair $[\mathbf{a}(z), \mathbf{b}(z)]$.

### 3.2.2 The Case of a $\in \mathscr{V}^{1,3}$

The discussion is very similar to the case of $\mathbf{a} \in \mathscr{V}^{0,3}$.
Definition 8 Let $q(z) \in \mathscr{L}$. The matrices of the following two types are called elementary $\mathscr{S}^{1,3}$ matrices:

$$
E_{v}(q)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
q(z) & 1 & z q(1 / z) \\
0 & 0 & 1
\end{array}\right], \quad E_{h}(q)=\left[\begin{array}{ccc}
1 & q(z) & 0 \\
0 & 1 & 0 \\
0 & z q(1 / z) & 1
\end{array}\right] .
$$

The product of elementary $\mathscr{S}^{1,3}$ matrices is called a Fundamental $\mathscr{S}^{1,3}$ one.
Using the elementary $\mathscr{S}^{1,3}$ matrices, we can obtain the following chain:

$$
\mathbf{a}^{0} \xrightarrow{E_{1}} \mathbf{a}^{1} \xrightarrow{E_{2}} \mathbf{a}^{2} \ldots \xrightarrow{E_{n}} \mathbf{a}^{n}
$$

where $\mathbf{a}^{n}$ has the same symmetry as $\mathbf{a}$ and $\operatorname{gcd}_{\mathscr{L}}\left(\mathbf{a}^{n}\right)=1$. Therefore,

$$
\mathbf{a}^{n}=[p(z), 0, \varepsilon p(1 / z)], p(z) \in \mathscr{L}_{d} .
$$

Note that, because $a_{2}(z) \in \mathscr{S}^{1,3}, \mathbf{a}^{n}$ does not have other forms. Writing $E=$ $E_{1} E_{2} \cdots E_{n}$, we have $\mathbf{a}(z)=\mathbf{a}^{n}(z) E^{-1}(z)$. Let $Q_{2}(z)$ be the LP matrix in (9). Then $A(z)$ is a SLPME of $\mathbf{a}(z)$.

We now consider SPLME Problem 2. In the given dual pair, $\mathbf{b}(z) \in \mathscr{V} *^{1,3}$. Let $E(z)$ be the LP matrix above. Then the LP vector $\mathbf{w}(z)=\mathbf{b}(z)\left(E^{-1}\right)^{T}(z) \in \mathscr{V} *^{1,3}$ too. Hence, it has the only form of

$$
\mathbf{w}(z)=\left[v(z), v_{c}(z), \varepsilon v(1 / z)\right], \quad v_{c}(z) \in \mathscr{V}_{-1}
$$

where $p(z) v(z)+p(1 / z) v(1 / z)=1$. Let $Q_{2}(z)$ be the LP matrix in (10), and $A(z)=Q_{2}^{-1}(z) E^{-1}(z)$. Then $\left[\left(E(z) Q_{2}(z)\right)^{-1}, E(z) Q_{2}(z)\right]$ is a SLPME of the dual pair $[\mathbf{a}(z), \mathbf{b}(z)]$.

### 3.3 The Case of $M=4$

In this case, we say $\mathbf{a}(z) \in \mathscr{V}^{0,4}$ if $a_{1}(z) \in \mathscr{V}_{0},\left[a_{2}(z), a_{3}(z)\right]$ is a $\mathscr{V}_{0}$ pair, and $a_{4}(z) \in$ $\mathscr{V}_{1}$; say $\mathbf{a}(z) \in \mathscr{V}^{1,4}$ if both $\left[a_{1}(z), a_{4}(z)\right]$ and $\left[a_{2}(z), a_{3}(z)\right]$ are $\mathscr{V}_{0}$ pairs. We also say $\mathbf{b}(z) \in \mathscr{V} *^{0,4}$ if $\mathbf{b}(1 / z) \in \mathscr{V}_{0,4}$. Note that, if $\mathbf{x}(z)$ is the polyphase form of an asymmetry filter in the case of $M=4, c=0$, then $\left[x^{[0]}(z), x^{[-1]}(z), x^{[1]}(z), x^{[2]}(z)\right] \in \mathscr{V}^{0,4}$.

### 3.3.1 The Case of a $\in \mathscr{V}^{0,4}$

Definition 9 Let $q(z) \in \mathscr{L}, s(z) \in \mathscr{V}_{1}, t(z) \in \mathscr{V}_{-1}$. The followings are called elementary $\mathscr{S}^{0,4}$ matrices:

$$
\begin{aligned}
& E_{h}^{0}(q)=\left[\begin{array}{cccc}
1 & q(z) & q(1 / z) & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad E_{v}^{0}(q)=\left(E_{h}^{0}(q)\right)^{T}, \quad E_{t}(s)=\left[\begin{array}{cccc}
1 & 0 & 0 & s(z) \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \\
& E_{h}^{1}(q)=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & q(z) & z q(1 / z) & 1
\end{array}\right], \quad E_{v}^{1}(q)=\left(E_{h}^{1}(q)\right)^{T}, \quad E_{b}(t)=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
t(z) & 0 & 0 & 1
\end{array}\right] .
\end{aligned}
$$

Using the elementary $\mathscr{S}^{0,4}$ matrices, we can obtain the following chain:

$$
\mathbf{a}^{0} \xrightarrow{E_{1}} \mathbf{a}^{1} \xrightarrow{E_{2}} \mathbf{a}^{2} \ldots \xrightarrow{E_{n}} \mathbf{a}^{n},
$$

where $\mathbf{a}^{n}$ has the same symmetry as $\mathbf{a}$ and $\operatorname{gcd}_{\mathscr{L}}\left(\mathbf{a}^{n}\right)=1$. Therefore,

$$
\mathbf{a}^{n}=[0, p(z), \varepsilon p(1 / z), 0], p(z) \in \mathscr{L}_{d} .
$$

If $\varepsilon=1$, it possibly can also have the form $(a)^{n}(z)=[r, 0,0,0], r \neq 0$. Let $q(z) \in$ $\mathscr{L}_{d}$ satisfy $p(z) q(z)+p(1 / z) q(1 / z)=1$. Write $E=E_{1} E_{2} \cdots E_{n}$ and define

$$
Q_{1}(z)=\left[\begin{array}{cccc}
1 / r & 0 & 0 & 0 \\
0 & 1 / 2 & 1 / 2 & 0 \\
0 & -1 / 2 & 1 / 2 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \quad Q_{2}(z)=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
q(z) & 0 & 0 & -\varepsilon p(1 / z) \\
\varepsilon q(1 / z) & 0 & 0 & p(z) \\
0 & 0 & 1 & 0
\end{array}\right]
$$

whose inverses are

$$
Q_{1}^{-1}(z)=\left[\begin{array}{cccc}
r & 0 & 0 & 0 \\
0 & 1 & -1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \quad Q_{2}^{-1}(z)=\left[\begin{array}{cccc}
0 & p(z) & \varepsilon p(z) & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0-\varepsilon q(1 / z) & q(z) & 0
\end{array}\right]
$$

Set13sps3,

$$
A(z)= \begin{cases}Q_{1}^{-1}(z) E^{-1}(z), & \text { if } \mathbf{a}^{n}=[r, 0,0,0]  \tag{11}\\ Q_{2}^{-1}(z) E^{-1}(z), & \text { if } \mathbf{a}^{n}=[0, p(z), \varepsilon p(1 / z), 0] .\end{cases}
$$

Then $A(z)$ is a SLPME of $\mathbf{a}$.
We now consider SPLME Problem 2. In the given dual pair, $\mathbf{b}(z)$ is now in $\mathscr{V} *^{0,4}$. Let $E(z)$ be the LP matrix above. Then the LP vector $\mathbf{w}=\mathbf{b}(z)\left(E^{-1}\right)^{T}(z)$ is in $\mathscr{V} *^{0,4}$ too. Hence, if $\mathbf{a}^{n}=[r, 0,0,0]$,

$$
\mathbf{w}(z)=\left[1 / r, v(z), \varepsilon v(1 / z), v_{-1}(z)\right], \quad v_{-1}(z) \in \mathscr{V}_{-1},
$$

else if $\mathbf{a}^{n}=[0, p(z), \varepsilon p(1 / z), 0]$,

$$
\mathbf{w}(z)=\left[v_{0}(z), v(z), \varepsilon v(1 / z), v_{-1}(z)\right], \quad v_{0}(z) \in \mathscr{V}_{0}, v_{-1}(z) \in \mathscr{V}_{-1},
$$

where $p(z) v(z)+p(1 / z) v(1 / z)=1$. Let

$$
Q_{1}(z)=\left[\begin{array}{cccc}
1 / r & 0 & 0 & 0 \\
v(z) & 1 / 2 & 1 / 2 & 0 \\
\varepsilon v(1 / z) & -1 / 2 & 1 / 2 & 0 \\
v_{-1}(z) & 0 & 0 & 1
\end{array}\right] \quad Q_{2}(z)=\left[\begin{array}{cccc}
v_{0}(z) & 1 & 0 & 0 \\
v(z) & 0 & 0 & -\varepsilon p(1 / z) \\
\varepsilon v(1 / z) & 0 & 0 & p(z) \\
v_{-1}(z) & 0 & 1 & 0
\end{array}\right]
$$

whose inverses are

$$
Q_{1}^{-1}(z)=\left[\begin{array}{cccc}
r & 0 & 0 & 0 \\
-w^{+}(z) & 1 & -1 & 0 \\
-w^{-}(z) & 1 & 1 & 0 \\
-v_{-1}(z) & 0 & 0 & 1
\end{array}\right], \quad Q_{2}^{-1}(z)=\left[\begin{array}{cccc}
0 & p(z) & \varepsilon p(z) & 0 \\
1 & -p(z) v_{0}(z) & -\varepsilon p(1 / z) v_{0}(z) & 0 \\
0-p(z) v_{-1}(z) & -\varepsilon p(1 / z) v_{-1}(z) & 1 \\
0 & -\varepsilon v(1 / z) & v(z) & 0
\end{array}\right],
$$

where $w^{+}(z)=s(z)+\varepsilon s(1 / z)$ and $w^{-}(z)=s(z)-\varepsilon s(1 / z)$. Let $A(z)$ be given by (11). Then $\left[A(z), A^{-1}(z)\right]$ is a SLPME of the dual pair $[\mathbf{a}(z), \mathbf{b}(z)]$.

### 3.3.2 The Case of a $\in \mathscr{V}^{1,4}$

Let $P=\left[\begin{array}{llll}0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0\end{array}\right]$ be the permutation matrix.
Definition 10 Let $q(z) \in \mathscr{L}$. The matrix with the form of

$$
E_{1}(q)=\left[\begin{array}{cccc}
1 & q(z) & q(1 / z) & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

and $E_{2}(q)=P E_{1}(q) P$ are called elementary $\mathscr{S}^{1,4}$ matrices.
Using the elementary $\mathscr{S}^{1,4}$ matrices, we can obtain the following chain:

$$
\mathbf{a}^{0} \xrightarrow{E_{1}} \mathbf{a}^{1} \xrightarrow{E_{2}} \mathbf{a}^{2} \ldots \xrightarrow{E_{n}} \mathbf{a}^{n},
$$

where $\mathbf{a}_{n}(z)=[p(z), 0,0, \varepsilon p(1 / z)]$ with $p(z) \in \mathscr{L}_{d}$ or

$$
\mathbf{a}^{n}=[0, p(z), \varepsilon p(1 / z), 0], p(z) \in \mathscr{L}_{d}
$$

Since $[p(z), 0,0, \varepsilon p(1 / z)]=[0, p(z), \varepsilon p(1 / z), 0] P$, we only discuss the first case. Let $q(z) \in \mathscr{L}_{d}$ satisfy $p(z) q(z)+p(1 / z) q(1 / z)=1$. Write $E=E_{1} E_{2} \cdots E_{n}$ and define

$$
Q(z)=\left[\begin{array}{cccc}
q(z) & 0 & 0 & -\varepsilon p(z) \\
0 & 1 / 2 & 1 / 2 & 0 \\
0 & -1 / 2 & 1 / 2 & 0 \\
\varepsilon q(z) & 0 & 0 & p(z)
\end{array}\right]
$$

whose inverse is

$$
Q^{-1}(z)=\left[\begin{array}{cccc}
p(z) & 0 & 0 & \varepsilon p(1 / z) \\
0 & 1 & -1 & 0 \\
0 & 1 & 1 & 0 \\
-\varepsilon q(1 / z) & 0 & 0 & q(z)
\end{array}\right]
$$

The matrix $A(z)=Q^{-1}(z) E^{-1}(z)$ is a SLPME of $\mathbf{a}(z)$.
We now consider SPLME Problem 2. In the given dual pair, $\mathbf{b}(z) \in \mathscr{V}^{1,4}$. Let $E(z)$ be the LP matrix above. We still assume that $\mathbf{a}_{n}=[p(z), 0,0, \varepsilon p(1 / z)], p(z) \in \mathscr{L}_{d}$. Then the LP vector $\mathbf{w}(z)=\mathbf{b}(z)\left(E^{-1}\right)^{T}(z)$ has the form of

$$
\mathbf{w}(z)=[v(z), s(z), \varepsilon s(1 / z), \varepsilon v(1 / z)], \quad v(z) \in \mathscr{L}_{d}
$$

where $p(z) v(z)+p(1 / z) v(1 / z)=1$.
Let $w^{+}(z)=s(z)+\varepsilon s(1 / z), w^{-}(z)=s(z)-\varepsilon s(1 / z)$, and

$$
Q(z)=\left[\begin{array}{cccc}
v(z) & 0 & 0 & -\varepsilon p(1 / z) \\
-v(z) w^{+}(z) & 1 / 2 & -1 / 2 & \varepsilon p(1 / z) w^{+}(z) \\
v(z) w^{-}(z) & 1 / 2 & 1 / 2 & -\varepsilon p(1 / z) w^{-}(z) \\
\varepsilon v(1 / z) & 0 & 0 & p(z)
\end{array}\right]
$$

whose inverse is

$$
Q^{-1}(z)=\left[\begin{array}{cccc}
p(z) & 0 & 0 & \varepsilon p(1 / z) \\
s(z) & 1 & 1 & 0 \\
\varepsilon s(1 / z) & -1 & 1 & 0 \\
-\varepsilon v(1 / z) & 0 & 0 & p(z)
\end{array}\right]
$$

Define $A(z)=Q^{-1}(z) E^{-1}(z)$. Then $\left[A(z), A^{-1}(z)\right]$ is a SLPME of the dual pair $[\mathbf{a}(z), \mathbf{b}(z)]$.

## 4 Illustrative Examples

In this section, we present two examples to the readers for demonstrating the SLPME algorithm we developed in the previous section.

## Example 11 (Construction of 3-band symmetric PRFB)

Let $H_{0}$ and $B_{0}$ be two given low-pass symmetric filters with the $z$-transforms

$$
H_{0}(z)=\left(\frac{z^{-1}+1+z}{3}\right)^{2}
$$

and

$$
B_{0}(z)=\frac{1}{27}\left(z^{-1}+1+z\right)^{2}\left(-4 z+11-4 z^{-1}\right)
$$

We want to construct the 3-band symmetric PRFB $\left\{H_{0}, H_{1}, H_{2}\right\},\left\{B_{0}, B_{1}, B_{2}\right\}$, which satisfies

$$
\sum_{j=0}^{2} B_{j}(\uparrow 3)(\downarrow 3) \bar{H}_{j}=\text { frac } 13 I
$$

Their polyphase forms are the following:

$$
\begin{aligned}
{\left[\bar{H}_{0}^{[0]}(z), \bar{H}_{0}^{[1]}(z), \bar{H}_{0}^{[2]}(z)\right] } & =\frac{1}{9}[2+z, 3,2+1 / z] \\
{\left[B_{0}^{[0]}(z), B_{0}^{[1]}(z), B_{0}^{[2]}(z)\right] } & =\left[\frac{2}{9}+\frac{1}{9 z}, \frac{-4 z+17-4 z^{-1}}{27}, \frac{2+z}{9}\right]
\end{aligned}
$$

To normalize them, we set

$$
\mathbf{a}=\left[\bar{H}_{0}^{[0]}, \bar{H}_{0}^{[1]}, \bar{H}_{0}^{[2]}\right]=\frac{1}{3}[2+z, 3,2+1 / z]
$$

and

$$
\mathbf{b}=3\left[B_{0}^{[0]}, B_{0}^{[1]}, B_{0}^{[2]}\right]=\left[\frac{2}{3}+\frac{1}{3 z} ; \frac{-4 z+17-4 z^{-1}}{9} ; \frac{2+z}{3}\right]
$$

so that $\mathbf{a b}^{T}=1$. We now use elementary $\mathscr{S}^{0,3}$ matrix decomposition technique. Let

$$
E(z)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-\frac{2+z}{3} & 1 & -\frac{2+1 / z}{3} \\
0 & 0 & 1
\end{array}\right]
$$

We have $\mathbf{a}^{1}(z)=\mathbf{a}(z) E(z)=[0,1 / 3,0]$. To make the SLPME for $\mathbf{a}(z)$, we set

$$
Q(z)=\left[\begin{array}{lll}
0 & 1 / 2 & -1 / 2 \\
3 & 0 & 0 \\
0 & 1 / 2 & 1 / 2
\end{array}\right]
$$

Then the LP matrix

$$
A(z)=Q^{-1}(z) E^{-1}(z)=\left[\begin{array}{ccc}
\frac{2+z}{9} & 1 / 3 & \frac{2+1 / z}{9} \\
1 & 0 & 1 \\
-1 & 0 & 1
\end{array}\right]
$$

is a SLPME for $\mathbf{a}$. To obtain the SLPME for the dual pair $[\mathbf{a}, \mathbf{b}]$, we compute $\mathbf{w}(z)=$ $\mathbf{b}(z)\left(E^{-1}(z)\right)^{T}=\left[\frac{2+1 / z}{3}, 3, \frac{2+z}{3}\right]$, which yields

$$
Q(z)=\left[\begin{array}{ccc}
\frac{2+1 / z}{3} & 1 & 1 \\
3 & 0 & 0 \\
\frac{2+z}{3} & -1 & 1
\end{array}\right]
$$

where $Q(:, 1)=\mathbf{w}^{T}$. Finally, we have

$$
A(z)=(E(z) Q(z))^{-1}=\left[\begin{array}{ccc}
\frac{2+z}{9} & \frac{1}{3} & \frac{2+1 / z}{9} \\
-\frac{-2+26 z+2 z^{2}+z^{3}}{54 z} & \frac{-1+z^{2}}{18 z} & -\frac{1+2 z+26 z^{2}-2 z^{3}}{54 z^{2}} \\
-\frac{2-18 z+6 z^{2}+z^{3}}{54 z} & -\frac{1+4 z+z^{2}}{18 z} & -\frac{\left.1+6 z-18 z^{2}+2 z^{3}\right)}{54 z^{2}}
\end{array}\right]
$$

and

$$
B(z)=E(z) Q(z)=\left[\begin{array}{ccc}
\frac{2+1 / z}{3} & 1 & 1 \\
\frac{-4 / z+17-4 z}{9} & \frac{-1 / z+z}{3} & -\frac{1 / z+4+z}{3} \\
\frac{2+z}{3} & -1 & 1
\end{array}\right]
$$

which are SLPME of $(\mathbf{a}(z), \mathbf{b}(z))$.
Recovering the filters from their polyphases and applying the normalization factor $\frac{1}{3}$ to $B(z)$, we have the following $z$-transforms for the 3-band PRFB:

$$
\begin{aligned}
& H_{0}(z)=\left(\frac{z^{-1}+1+z}{3}\right)^{2} \\
& H_{1}(z)=\frac{(1-z)^{3}\left(1+5 z+15 z^{2}+33 z^{3}+33 z^{4}+15 z^{5}+5 z^{6}+z^{7}\right)}{54 z^{5}} \\
& H_{2}(z)=-\frac{(z-1)^{2}\left(1+4 z+10 z^{2}+22 z^{3}+16 z^{4}+22 z^{5}+10 z^{6}+4 z^{7}+z^{8}\right)}{54 z^{5}}
\end{aligned}
$$

and

$$
\begin{aligned}
& B_{0}(z)=\frac{1}{27}\left(z^{-1}+1+z\right)^{2}\left(-4 z+11-4 z^{-1}\right) \\
& B_{1}(z)=-\frac{1}{9 z^{3}}+\frac{1}{3 z}-\frac{z}{3}-\frac{z^{3}}{9} \\
& B_{2}(z)=-\frac{1}{9 z^{3}}+\frac{1}{3 z}-\frac{4}{9}+\frac{z}{3}-\frac{z^{3}}{9}
\end{aligned}
$$

Example 12 (Symmetric LP matrix extension of $4 \times 4$ matrix)
Let

$$
\mathbf{a}=\frac{1}{16}\left[-\frac{2}{z}+12-2 z,-\frac{1}{z}+8+z, \frac{1}{z}+8-z, 4+\frac{4}{z}\right] \in \mathscr{V}^{0,4}
$$

be a given LP independent vector. We first consider the SLPME Problem 1. The symmetric Euclidean divisions yields the matrices

$$
\begin{gathered}
S_{1}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\frac{1}{2}(1+z) & 0 & 0 & 1
\end{array}\right] \quad S_{2}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0-\frac{1}{4}(7+z)-\frac{1}{4}(1+7 z) & 1
\end{array}\right] \\
S_{3}=\left[\begin{array}{cccc}
1 & \frac{1}{2 z} & \frac{2}{z} & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \quad S_{4}=\left[\begin{array}{cccc}
1 & 0 & 0 & -\frac{1+z}{4 z} \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
\end{gathered}
$$

and $\mathbf{a}=[1,0,0,0]$. Let $E=S_{1} S_{2} S_{3} S_{4}=$

$$
\left[\begin{array}{cccc}
1 & \frac{1}{2 z} & \frac{z}{2} & -\frac{1+z}{4 z} \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\frac{1+z}{2} & \frac{1-6 z-z^{2}}{4 z} & \frac{-1-6 z+z^{2}}{4} & \frac{-1+6 z-z^{2}}{8 z}
\end{array}\right]
$$

and

$$
Q=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 / 2 & 1 / 2 & 0 \\
0 & -1 / 2 & 1 / 2 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

Then the SLPME of $\mathbf{a}$ is

$$
A(z)=\left[\begin{array}{cccc}
\frac{-1+6 z-z^{2}}{8 z} & \frac{-1+8 z+z^{2}}{16 z} & -\frac{1+8 z-z^{2}}{16 z} & \frac{1+z}{4 z} \\
0 & 1 & -1 & 0 \\
0 & 1 & 1 & 0 \\
-\frac{1+z}{2} & \frac{7+z}{4 z} & \frac{1+7 z}{4} & 1
\end{array}\right]
$$

We now solve the SLPME Problem 2. Let

$$
\mathbf{b}=\frac{1}{16}\left[-\frac{1}{z}+10-z,-\frac{2}{z}+6,2 z+6,4+4 z\right] .
$$

Then $(\mathbf{a}, \mathbf{b})$ is a dual pair. We have $\mathbf{w}=\mathbf{b}\left(E^{-1}\right)^{T}=\left[1, \frac{3 z+1}{8 z}, \frac{3+z}{8}, \frac{(1+z)^{3}}{4 z}\right]$. Set

$$
Q(z)=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
\frac{1+3 z}{8} & 1 / 2 & 1 / 2 & 0 \\
\frac{3+z}{8} & -1 / 2 & 1 / 2 & 0 \\
\frac{(1+z)^{3}}{4 z} & 0 & 0 & 1
\end{array}\right] .
$$

Then, the SLPME for the dual pair is
$A(z)=(E(z) Q(z))^{-1}=$

$$
\left[\begin{array}{cccc}
\frac{-1+6 z-z^{2}}{8 z} & \frac{-1+8 z+z^{2}}{16 z} & \frac{1+8 z-z^{2}}{16 z} & \frac{1+z}{4 z} \\
\frac{1-6 z+6 z^{3}-z^{4}}{64 z^{2}} & \frac{1-8 z+126 z^{2}+8 z^{3}+z^{4}}{128 z^{2}} & -\frac{1+8 z+126 z^{2}-8 z^{3}+z^{4}}{128 z^{2}} & \frac{(z-1)(z+1)^{2}}{32 z^{2}} \\
\frac{1-32 z^{2}+z^{4}}{64 z^{2}} & -\frac{1-2 z+80 z^{2}-14 z^{3}+z^{4}}{128 z^{2}} & \frac{-1-14 z+80 z^{2}-2 z^{3}+z^{4}}{128 z^{2}} & -\frac{1+7 z+7 z^{2}+z^{3}}{32 z^{2}} \\
\frac{1-3 z-30 z^{2}-30 z^{3}-3 z^{4}+z^{5}}{32 z^{2}} & \frac{1-5 z+90 z^{2}-10 z^{3}-11 z^{4}-z^{5}}{64 z^{2}} & \frac{-1-11 z-10 z^{2}+90 z^{3}-5 z^{4}+z^{5}}{64 z^{2}} & -\frac{(z-1)^{2}\left(1+6 z+z^{2}\right)}{16 z^{2}}
\end{array}\right]
$$

and

$$
B(z)=E(z) Q(z)=\left[\begin{array}{cccc}
\frac{-1+10 z-z^{2}}{16 z} & \frac{1-z^{2}}{4 z} & \frac{1+z^{2}}{4 z} & -\frac{1+z}{4 z} \\
\frac{3 z+1}{8 z} & \frac{1}{2} & \frac{1}{2} & 0 \\
\frac{3+z}{8} & -1 / 2 & 1 / 2 & 0 \\
\frac{1+z}{4} & \frac{1-5 z+5 z^{2}-z^{3}}{8 z} & \frac{1-7 z-7 z^{2}+z^{3}}{8 z} & \frac{-1+6 z-z^{2}}{8 z}
\end{array}\right]
$$
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# Solution of Equation for Ruin Probability of Company for Some Risk Model by Monte Carlo Methods 

Kanat Shakenov


#### Abstract

The classical process of risk and the equation for ruin probability of some model (model S. Anderson) is considered. This model is solved by classical numerical methods and Monte Carlo methods.


## 1 Introduction

Risk. We are interested not so much in the outcome of a process as the associated quantitative characteristics. The risk can be described by a random variable. The meaning of the word "risk" is probabilistic in nature, therefore, we shall call the risk as arbitrary random variable. The set of all risks is denoted $X$ (see [6-10]).

The risk portfolio. The risk portfolio P is said to be an arbitrary subset of X . Insurance. Insurance is a transfer of risk from one carrier (the insured) to another (the insurance company, the insurer) for a fee, called the cost of insurance, tariff rates or premiums. The essence of insurance is to redistribute risk among multiple carriers; relatively homogeneous set of risks will be called insurance portfolio.

Insurance portfolio. The simplest insurance portfolio. The simplest insurance portfolio

$$
\mathrm{P}=\left\{X_{1}, \ldots, X_{N}\right\}
$$

consists of $N$ risks (random variables)

$$
X_{1}, \ldots, X_{N}
$$

[^11]which are independent and identically distributed; $X$ has a Bernoulli distribution
\[

X=\left\{$$
\begin{array}{l}
1, \text { with probability } p \\
0, \text { with probability } 1-p
\end{array}
$$\right.
\]

For each risk insurance event may occur with probability of $p$, and loss due to the occurrence of the insured event is 1 , and the same for all risks. The risk of portfolio

$$
\mathrm{X}=\sum_{i=1}^{N} X_{i}
$$

has a binomial distribution with parameters

$$
N, p: \mathbf{P}\{X=k\}=\binom{N}{k} p^{k}(1-p)^{N-k}, k=0,1, \ldots, N .
$$

The main numerical characteristics (expectation and variance) of this distribution is equal

$$
\mathbf{E} X=N p \quad \text { and } \quad \operatorname{Var} X=N p(1-p)
$$

Simple insurance portfolio. Simple insurance portfolio $\mathrm{P}=\left\{X_{1}, \ldots, X_{N}\right\}$ also includes $N$ independent risks $X_{1}, \ldots, X_{N}$ and their distributions has form

$$
X=\left\{\begin{array}{l}
S_{i}, \text { with probability } p \\
0, \text { with probability } 1-p
\end{array}\right.
$$

For the $i$-th risk the insured event occurs with probability $p$, and the amount of loss due to the occurrence of this event is $S_{i}$, and not the same for different risks. An example is whole life insurance to the value of $S_{i}$, determined by the insurance sum of $i$-th contract in portfolio. The main numerical characteristics (expectation and variance) of this distribution is equal

$$
\mathbf{E} X=N p \bar{S}_{N} \quad \text { and } \quad \operatorname{Var} X=N p(1-p) \widehat{S}_{N}^{2}
$$

where

$$
\bar{S}_{N}=N^{-1} \sum_{i=1}^{N} S_{i}, \widehat{S}_{N}^{2}=N^{-1} \sum_{i=1}^{N} S_{i}^{2}
$$

Real insurance portfolio. Real insurance portfolio is a complication of a simple portfolio; arbitrary losses from the range [0, $S_{i}$ ] are allowed. It consists of $N$ independent risks $P=\left\{X_{1}, \ldots, X_{N}\right.$, the probability of occurrence of the insured event
of $i$-th risk is $p$, and the amount of loss caused by the insured event is described by a random variable

$$
X_{i}=\xi_{i} r_{i} S_{i}
$$

where

$$
\xi_{i}=\left\{\begin{array}{l}
1, \text { with probability } p, \\
0, \text { with probability } 1-p
\end{array}\right.
$$

is an indicator of the insured event for $i$-th risk, $S_{i}$ is the insured amount (liability) by $i$-th risk, and $r_{1}, \ldots, r_{N}$ is a collection of independent and identically distributed random variables with distribution function $F_{r}(u)=\mathbf{P}\left\{r_{1} \leq u\right\}$. Here the distribution of portfolio risk has no simple explicit expression, but with known parameters of distribution $r_{1}, m=\mathbf{E} r_{1}, \tau^{2}=\operatorname{Var} r_{1}$ you can calculate basic numerical characteristics of portfolio risk

$$
\mathbf{E} X=N p m \bar{S}_{N} \text { and } \operatorname{Var} X=N p m^{2} \widehat{S}_{N}\left(1-p+\tau^{2} / m^{2}\right) .
$$

The price of insurance. One of the main objectives of risk theory is to determine the price that must be paid when the transfer of risk from one carrier to another is executed. The insurance premium is usually expressed as a fraction of the sum insured (liability) $S_{i}$ of the corresponding risk. Thus, when the amount of the premium $T$ (same for all portfolio risks) the absolute amount of the premium of $i$-th risk is equal to $T S_{i}$, and the total premium of portfolio is $Q=T N \mathrm{~S}_{N}$.

The principles for determining the price. The principle of non-risk. Let's attempt to put a price such that the insurance company is non-risk, that is to collect premiums $Q$ which is enough to cover all insurance claims in portfolio with probability 1 . In the simplest case the maximum size of the portfolio loss is equal to $N$, and the probability of its occurrence: $p^{N}>0$, so the following equality $Q=T N=N$ is required, hence $T=1$, that is, the absolute size of the award coincides with the responsibility for the risk. It is clear that such insurance is quite unattractive to insurers, and its consideration is meaningless. It is easy to see that this conclusion is valid for more complex risk portfolios. The conclusion: non-risk management of insurance business is impossible. In particular, the premium must satisfy inequality $T<1$.

The principle of justice. Now lets provide "justice" of the transfer of risks, that is the equivalence of financial liabilities of partners. Due that fact that the size of the insurance premium (financial liability of insurer) determined, and the amount of liabilities of the insurer (reimbursable insurance loss) is random, we will understand the equality of these liabilities on average within the portfolio: $T N=\mathbf{E} X$, hence, taking into account $\mathbf{E} X=N p$, obtain $T=p$. Such amount of the premium is too low, because the multiple reproduction of the insurance portfolio with a probability of 1 causes ruin the insurance company. Let's get an illustration of this fact. The question arises: what will be the profit of the insurer after $m$ reproductions of portfolio formed by justice principles. Profit of $j$-th portfolio is a random variable

$$
Z^{(j)}=Q-X^{(j)}
$$

with

$$
\mathbf{E} Z^{(j)}=0 \quad \text { and } \quad \operatorname{Var} Z^{(j)}=\sigma^{2}>0
$$

Therefore, needed profit is $Z_{m}=\sum_{j=1}^{m} Z^{(j)}$, and $\mathbf{E} Z^{(m)}=0$ and (in the case of independent portfolios) $\operatorname{Var} Z_{m}=m \sigma^{2}$, i.e. profit of $m$ portfolios on the average is 0 , but the uncertainty in its value increases with $m$, in particular, it can achieve an arbitrarily small value, leading to ruin of the company. Thus, the premium must satisfy inequality $T>p$. For more complex portfolios premium should exceed the size of average relative loss of portfolio $\mathbf{E}(X / R)$, where $R=\sum Z_{i}$ is overall liability for the portfolio.

The principle of sufficient coverage. We have proved that the last two of the principles of calculation of the premium are inefficient. We should look for other principles that lead to values $T \in(0,1)$ (for the simplest portfolio). Now consider the principle of sufficient coverage, the essence of which is as follows: as a unit probability of covering of future losses in portfolio $X$ with premiums $Q$ fails, try to provide the given value of this probability: fix number $\alpha \in(0,1)$ and will determine the premium $T$ from equation $\mathbf{P}\{X \leq Q\}=\alpha$. Let $F$ is the distribution function of portfolio risk: $F(x)=\mathbf{P}\{X \leq x\}, F_{0}$ is distribution function corresponding to the centered and normalized random variable $(X-\mathbf{E} X) / \sqrt{\operatorname{Var} X}$. Then the preceding equation reduces to

$$
F_{0}((Q-\mathbf{E} X) / \sqrt{\operatorname{Var} X})=\alpha
$$

where, taking into account $Q=T N \bar{S}_{N}$ and $\mathbf{E} X=N p, \operatorname{Var} X=N p(1-p)$. We get

$$
T=p+\sqrt{\frac{p(1-p)}{N}} F_{0}^{-1}(\alpha)=p\left(1+\sqrt{\frac{1-p}{p N}} F_{0}^{-1}(\alpha)\right)
$$

In the case of a large volume of portfolio $N$ the reference to the central limit theorem allows us to rewrite the last expression in the form

$$
T=p+\sqrt{\frac{p(1-p)}{N}} \Phi^{-1}(\alpha)=p\left(1+\sqrt{\frac{1-p}{p N}} \Phi^{-1}(\alpha)\right)
$$

where $\Phi$ is standard normal distribution function. From

$$
F_{0}((Q-\mathbf{E} X) / \sqrt{\operatorname{Var} X})=\alpha
$$

using

$$
\mathbf{E} X=N p \bar{S}_{N}, \operatorname{Var} X=N p(1-p) \widehat{S}_{N}^{2}
$$

and

$$
\mathbf{E} X=N p m \bar{S}_{N}, \operatorname{Var} X=N p m^{2} \widehat{S}_{N}\left(1-p+\tau^{2} / m^{2}\right)
$$

Similarly, we obtain the expression of the insurance premium for a simple portfolio

$$
T=p+\frac{\widehat{S}_{N}}{\bar{S}_{N}} \sqrt{\frac{p(1-p)}{N}} F_{0}^{-1}(\alpha)=p\left(1+\frac{\widehat{S}_{N}}{\bar{S}_{N}} \sqrt{\frac{1-p}{p N}} F_{0}^{-1}(\alpha)\right)
$$

and real portfolio

$$
T=p m\left(1+\frac{\widehat{S}_{N}}{\bar{S}_{N}} \sqrt{\frac{1-p+\tau^{2} / m^{2}}{p N}} F_{0}^{-1}(\alpha)\right)
$$

Here, the distribution function $F_{0}$ may also be replaced by a function of the standard normal distribution in the case of large volume portfolio. It should be noted that this last formula is recommended to the Russian and Kazakhstan insurers by corresponding standards for the calculation of insurance premiums for all types of insurance other than life insurance.

## 2 Risk Process

Classic risk process. Classic risk process has been studied for over a century [5]. The equation of this process is described by a dynamic portfolio of insurance companies, banks, other financial institutions, that are redistributors of financial flows in a risky environment. Consider the definition of risk on the example of an insurance company. Let premiums received forms steady stream with the intensity $\widetilde{c}$, and at random times $0<T_{1}<T_{2}<\ldots$ insurance events occur, causing damage to a random size $Z_{1}, Z_{2}, \ldots$, respectively. Then capital size in time $t$, provided that the initial capital (at time $T_{0}=0$ ) is equal to $x$, described by the expression

$$
\begin{equation*}
\widetilde{X}(t)=x+\widetilde{c} t-\sum_{i=1}^{N(t)} \widetilde{Z}_{i} \tag{1}
\end{equation*}
$$

where $N(t)=\max \left\{k: T_{k} \leq t\right\}$ is the number of insured events occurring during the time interval $[0, t]$. Due that the moments of time $T_{i}, i=1,2, \ldots$ are random,
we can consider time intervals between consecutive insurance events also random $\theta_{i}=T_{i+1}-T_{i} \geq 0$.

Stochastic process $\widetilde{X}(t)$ it called classical risk process, if the random variables $\theta_{i}, i=1,2, \ldots$ are independent, identically distributed and have exponential distribution with parameter $\lambda>0$ :

$$
F_{\theta}(u)=\mathbf{P}\left\{\theta_{1} \leq u\right\}=1-\exp (-\lambda u), u \geq 0
$$

random variables $\widetilde{Z}_{i}, i=1,2, \ldots$ are also independent, identically distributed and have a distribution function

$$
\widetilde{F}_{\widetilde{Z}}(u)=\mathbf{P}\left\{\widetilde{Z}_{1} \leq u\right\}, u \geq 0 ; \widetilde{F}_{\widetilde{Z}}(0)=0
$$

The number of insurance events $N(t)$ has a Poisson distribution with a parameter $\lambda t$ :

$$
\mathbf{P}\{N(t)=k\}=\frac{(\lambda t)^{k}}{k!} \exp (-\lambda t), k=0,1, \ldots,
$$

and accumulated amount of insurance losses $\widetilde{Z}_{[0, t]}=\sum_{i=1}^{N(t)} \widetilde{Z}_{i}$ on time interval $[0, t]$ is a random variable with so-called compound Poisson distribution, the distribution function has the form

$$
\mathbf{P}\left\{\widetilde{Z}_{[0, t]} \leq u\right\}=\sum_{k=0}^{\infty} \frac{(\lambda t)^{k}}{k!} \exp (-\lambda t) \widetilde{F}_{\widetilde{Z}}^{* k}(u), u \geq 0
$$

where $\widetilde{F}_{\widetilde{Z}}^{* k}$ means $k$-times convolution of the distribution function $\widetilde{F}_{\widetilde{Z}}$ with itself, that is distribution function of $k$ independent and identically distributed random variables with distribution function $\widetilde{F}_{\widetilde{Z}}$. When it is necessary to emphasize the dependence of the process value $\widetilde{X}(t)$ from random argument $\omega \in \Omega$, use designation $\widetilde{X}(\omega, t)$, in particular, separate trajectory of the process with fixed $\omega$ designated as

$$
\widetilde{X}_{\omega}=\{\widetilde{X}(\omega, t), t \geq 0\} .
$$

Classical risk process is completely determined by the values of the four parameters $\left(x, \widetilde{c}, \lambda, \widetilde{F}_{\widetilde{Z}}\right)$, satisfying $x \geq 0, \widetilde{c}>0, \lambda>0, \widetilde{F}_{\widetilde{Z}}(0)=0$. Arbitrary classical risk process with fixed parameter values that satisfy the above conditions is denoted by

$$
\widetilde{X}=\widetilde{X}\left(x, \widetilde{c}, \lambda, \widetilde{F}_{\widetilde{Z}}\right)
$$

and the set of all classical processes with such parameters is

$$
\widetilde{\aleph}=\left\{\widetilde{X}\left(x, \widetilde{c}, \lambda, \widetilde{F}_{\widetilde{Z}}\right): x \geq 0, \widetilde{c}>0, \lambda>0, \widetilde{F}_{\widetilde{Z}}(0)=0\right\}
$$

(see [6-10]).

Ruin process. The ruin of process $\widetilde{X}(t)$ is understood as achieving to level 0 , that is an event

$$
\widetilde{\Re}(x)=\widetilde{\Re}\left(x, \widetilde{c}, \lambda, \widetilde{F}_{\widetilde{Z}}\right)=\{\omega \in \Omega: \exists t \geq 0, \widetilde{X}(x, t) \leq 0\}
$$

The moment of ruin is random variable

$$
\widetilde{\tau}(x)=\widetilde{\tau}\left(x, \widetilde{c}, \lambda, \widetilde{F}_{\widetilde{Z}}\right)=\min \{t: \widetilde{X}(t) \leq 0\} .
$$

This random value depends on the process parameters $\widetilde{X}(t)$ and it may be improper, with positive probability of taking the value $\infty$; this situation corresponds to trajectories that do not bankrupt on the entire time $[0, \infty)$ [5].

The probability of ruin $\widetilde{X}(t)$ it is the value

$$
\mathbf{P}\{\widetilde{\tau}(x)<\infty\}=\mathbf{P}(\widetilde{\Re}(x))
$$

that is a probability measure of the set of trajectories that go bankrupt in a finite time. This value is also a function of process parameters that emphasized by designation

$$
\widetilde{R}(x)=\widetilde{R}\left(x, \widetilde{c}, \lambda, \widetilde{F}_{Z}\right)=\mathbf{P}\{\widetilde{\tau}(x)<\infty\} .
$$

In some cases, more convenient characteristic of the process risk is the probability of survival of the process

$$
\widetilde{S}(x)=\widetilde{S}\left(x, \widetilde{c}, \lambda, \widetilde{F}_{Z}\right)=1-\widetilde{R}(x)
$$

The dependence of the probability of ruin on the parameters of the process. Note the properties of monotony of ruin probability as a function of process parameters. 1. $\widetilde{R}$ is a non-increasing function of $x ; 2 . \widetilde{R}$ it is a non-increasing function of $\widetilde{c}$; 3. It is a decreasing function of $\lambda$; 4. $\widetilde{R}$ it is a non-increasing function of $\widetilde{F} \widetilde{Z}$, if the order on the set of distribution functions specified as

$$
F_{1} \preceq F_{2} \Longleftrightarrow F_{1}(x) \leq F_{2}(x), \forall x .
$$

Aggregate risk process. The operation of aggregation. Let's consider the classical risk process $\widetilde{X}(t)$, fix a number $\delta>0$ and divide the positive ray $\mathbb{R}^{+}$on intervals

$$
\Delta_{i}=[(i-1) \delta, i \delta)
$$

length $\delta$. Further, we group all premium incomes and insurance losses that have occurred in these time intervals. Then the size of the premium income for any period $\Delta_{i}$ is equal to $c=\widetilde{c} \delta$. Size $Z_{i}$ of insurance losses accumulated on the interval $\Delta_{i}$ is calculated as follows. For each $i$ size $Z_{i}$ is a random variable, and for $i=1$ its distribution has already been calculated and is equal to

$$
\mathbf{P}\left\{\widetilde{Z}_{[0, t]} \leq u\right\}=\sum_{k=0}^{\infty} \frac{(\lambda t)^{k}}{k!} \exp (-\lambda t) \widetilde{F}_{\widetilde{Z}}^{* k}(u), u \geq 0
$$

we need only to substitute the value of the length of the time interval $t=\delta$ :

$$
F_{Z}(u)=\mathbf{P}\left\{Z_{1} \leq u\right\}=\mathbf{P}\left\{\widetilde{Z}_{[0, \delta)} \leq u\right\}=\sum_{k=0}^{\infty} \frac{(\lambda \delta)^{k}}{k!} \exp (-\lambda \delta) \widetilde{F}_{\widetilde{Z}}^{* k}(u)
$$

$u \geq 0$. Further, due to the steady-state flow of insurance events and independence and identically distributed loss of classical risk process

$$
\left\{\widetilde{Z}_{k}, k=1,2, \ldots\right\}
$$

amount of damages $\left\{Z_{i}, i=1,2, \ldots\right\}$ at intervals $\Delta_{i}$ are also independent and identically distributed random variables with distribution function

$$
F_{Z}(u)=\mathbf{P}\left\{Z_{1} \leq u\right\}=\mathbf{P}\left\{\widetilde{Z}_{[0, \delta)} \leq u\right\}=\sum_{k=0}^{\infty} \frac{(\lambda \delta)^{k}}{k!} \exp (-\lambda \delta) \widetilde{F}_{\widetilde{Z}}^{* k}(u),
$$

$u \geq 0$. Thus, the importance of classical risk process $\widetilde{X}(t)$ at time $n \delta$ for integer $n$ is

$$
\begin{equation*}
X(n)=x+c n-\sum_{i=1}^{n} Z_{i}, n=0,1, \ldots \tag{2}
\end{equation*}
$$

This process is called aggregate risk process and is approximating classic model of risk in $\delta \rightarrow 0$. Here, this process depends on three parameters $\left(x, c, F_{Z}\right)$ calculated on the parameters of the original classical process $\left(x, \widetilde{c}, \lambda, \widetilde{F}_{\widetilde{Z}}\right)$. We denote $X=$ $X\left(x, c, F_{Z}\right)$ aggregate risk process defined by parameters $x, c, F_{Z}$, and $\aleph$ is the set of all aggregated risk processes at all admissible values of the parameters:

$$
\aleph=\left\{X\left(x, c, F_{Z}\right) ; x \geq 0, c>0, F_{Z}(0)=0\right\} .
$$

(see [5, 8, 10]).
Ruin. Let note

$$
\mathfrak{R}\left(x, c, F_{Z}\right)=\mathfrak{R}(x)=\left\{\omega: \exists n>0, X_{\omega}(n) \leq 0\right\}
$$

is a ruin event of aggregated process,

$$
\tau(x)=\tau\left(x, c, F_{Z}\right)=\min \{n: X(n) \leq 0\}
$$

is moment of ruin

$$
\begin{aligned}
& R(x)=R\left(x, c, F_{Z}\right) \\
&=\mathbf{P}\{\tau<\infty\} \\
& S(x)=S\left(x, c, F_{Z}\right)
\end{aligned}=\mathbf{P}\{\tau=\infty\}=1-R(x) \text { }
$$

is the probability of ruin (bankruptcy) and survival of the process, respectively. Considering the relation of inclusion of the ruin (survival) events for various values of the parameters of risk, we conclude that the probability of survival is a decreasing function of the initial capital $x$, the flow rate of the premium $c$ and distribution function loss $F_{Z}$, if on the set of distribution functions we consider a natural partial order

$$
F_{1} \preceq F_{2} \Longleftrightarrow F_{1}(u) \leq F_{2}(u), \forall u .
$$

Random walk. The aggregate risk process by replacement

$$
Y_{i}=c-Z_{i}, i=1,2, \ldots,
$$

can be represented as a random walk, [5], $X(n)=x+\sum_{i=1}^{n} Y_{i}$ with independent and identically distributed "steps" $Y_{i}, i=1,2, \ldots$ Hence, using the theorem of [5], we deduce

Theorem 1 The aggregate risk process

$$
X(n)=x+c n-\sum_{i=1}^{n} Z_{i}, n=0,1, \ldots
$$

may belong to one and only one from three types depending on the relation between its parameters:

1. $c=\mathbf{E} Z_{1}$ : oscillatory type; processes of this type with probability one reach any given level; more precisely:

$$
\mathbf{P}\left\{\inf _{n \in \mathbb{N}} X(n)=-\infty\right\}=1 \quad \text { and } \mathbf{P}\left\{\inf _{n \in \mathbb{N}} X(n)=\infty\right\}=1
$$

2. $c<\mathbf{E} Z_{1}$ : ruining type; for this type of process

$$
\mathbf{P}\left\{\inf _{n \in \mathbb{N}} X(n)=-\infty\right\}=1
$$

and with probability 1 there is a finite maximum $\mathbf{M}(x)=\max _{n \in \mathbb{N}} X(n)$.
3. $c>\mathbf{E} Z_{1}$ : surviving type; for this type of process

$$
\mathbf{P}\left\{\inf _{n \in \mathbb{N}} X(n)=\infty\right\}=1
$$

and with probability 1 there is a finite minimum $\mathbf{m}(x)=\min _{n \in \mathbb{N}} X(n)$.

Proof Similar theorem is proved in [5].
According to the theorem it is clear that the processes of the first type

$$
\mathbf{P}\left\{\inf _{n \in \mathbb{N}} X(n)=-\infty\right\}=1
$$

destructed with probability 1 . Because the processes of the second type

$$
\mathbf{P}\left\{\inf _{n \in \mathbb{N}} X(n)=-\infty\right\}=1
$$

is also true, they are busting with probability 1 . For the third type of process the probability of survival

$$
S(x)=\mathbf{P}\{\mathbf{m}(x)>0\}
$$

and can be, in general, positive. Moreover, since for arbitrary $x, y \geq 0$ holds

$$
\mathbf{m}(x)=\mathbf{m}(y)+(x-y),
$$

for $G_{x}$ - distribution function of $\mathbf{m}(x)$ - we get

$$
\begin{aligned}
G_{x}(u) & =\mathbf{P}\{\mathbf{m}(x) \leq u\}=\mathbf{P}\{\mathbf{m}(y)-y \leq u-x\} \\
& =G_{y}(u+y-x) \rightarrow 0
\end{aligned}
$$

at $x \rightarrow \infty$ and fixed $u, y$ so the following is true.
Theorem 2 Suppose that $c>\mathbf{E} Z_{1}$. Then $\lim _{x \rightarrow \infty} S(x)=1$.
Proof Similar theorem is proved in [5].
The condition $c>\mathbf{E} Z_{1}$ is called the condition of positive risk premium.

## 3 The Equation for the Probability of Ruin

Using the formula of total probability, it is easy to deduce the integral equation for the probability of survival

$$
X(n)=x+c n-\sum_{i=1}^{n} Z_{i}, n=0,1, \ldots,
$$

as a function of the initial capital. Let's fix parameters $c, F_{Z}$, and define the event "survival, with condition that initial capital is $x$ ":

$$
S(x)=\{\omega \in \Omega: X(n)>0, n=0,1, \ldots ; X(0)=x\}
$$

and for the interval $I$ similar event of "survival, provided that the initial capital belong to the interval $I "$ :

$$
S(I)=\{\omega \in \Omega: X(n)>0, n=0,1, \ldots ; X(0)=I\} .
$$

It is clear that $S(x) \subseteq S_{1}=\left\{Z_{1}<x+c\right\}$. For an arbitrary integer $m>0$ we separate the interval $[0, x+c)$ on the $m$ equal parts $I_{k}$ of length

$$
\gamma=(x+c) / m: I_{k}=[(k-1) \gamma, k \gamma], k=1, \ldots, m
$$

Then by the formula of total probability we have

$$
\begin{aligned}
\mathbf{P}\{S(x)\} & =\sum_{k=1}^{m} S\left(x+c-I_{k}\right) \mathbf{P}\left\{Z_{1} \in I_{k}\right\} \\
& =\sum_{k=1}^{m} S\left(x+c-I_{k}\right)\left(F_{Z}(k \gamma)-F_{Z}((k-1) \gamma)\right) .
\end{aligned}
$$

The right side of the last expression is an integral sum for the integral

$$
\int_{0}^{x+c} S(x+c-u) d F_{Z}(u)
$$

and converges to it when $m \rightarrow \infty$, and the left side is independent from $m$ and is $S(x)$, so

$$
\begin{equation*}
S(x)=\int_{0}^{x+c} S(x+c-u) d F_{Z}(u) \tag{3}
\end{equation*}
$$

This integral equation allows us to study many of the properties of the aggregate risk, expressed in terms of probability of survival or ruin (see also [8, 10]).

Example 3 The integral equation of survival for the simplest risk process. Let $c=$ 1, $p \in(0,1)$ and

$$
F_{Z}(u)=\left\{\begin{array}{l}
0, u<0 \\
p, 0 \leq u<2 \\
1, u \geq 2
\end{array}\right.
$$

Note that aggregate risk process

$$
X(n)=x+c n-\sum_{i=1}^{n} Z_{i}, n=0,1, \ldots
$$

turns into a simple process of risk $X_{n}=z+\sum_{i=1}^{n} Z_{i}$, where $Z_{i}$ are independent and identically distributed random variables and the equation for the probability of survival takes the form

$$
S(x)=S(x+1)+(1-p) S(x-1)
$$

The last equation is a difference equation of the second order and can be easily solved.

Remark 4 Type of the equation for ruin probability be up to risk process

$$
X(n)=x+c n-\sum_{i=1}^{n} Z_{i}, n=0,1, \ldots,
$$

i.e. from distribution function $F_{Z}(u)$ of random variables $Z$ (from damages distribution).

## 4 Numerical Solutions of the Equation for Ruin Probability of Some Risk Model

In classical risk model (Model Anderson S.) with Poisson damages stream that enter an insurance company with intensity's $\lambda$ and accumulation speed of payments $c$ and with damages distribution $D(u)$ under condition $\frac{\lambda b}{c}<1$, the equation is given as

$$
\begin{equation*}
R(x)=\frac{\lambda}{c} \int_{0}^{x} D(x-u) R(u) d u+\frac{\lambda}{c} F(x) \tag{4}
\end{equation*}
$$

where

$$
F(x)=\int_{x}^{\infty} D(t) d t, b=\int_{0}^{\infty} t d D(t)
$$

$R(x)$ stands for probability of ruin as a function of the initial capital $x \geq 0,[1]$. It is known that the function $R(x)$ is monotone decreasing to 0 as $x \rightarrow \infty$. If $F(x) x \geq 0$ is continuous then due to condition $\lambda b / c<1$ and Contraction - Mapping Principle the integral equation for probability of ruin has continuous unique solution in $\mathbb{C}$ function class on interval $[0, \infty$ ) (in space $\mathbb{C}[0, \infty)$ ). This is the case. The integral operator $K$ is defined in form

$$
(K R)(x)=\frac{\lambda}{c} \int_{0}^{\infty} R(u) D(x-u) d u
$$

Then

$$
\|K R\|_{\mathbb{C}} \leq\|R\|_{\mathbb{C}} \sup _{0 \leq x<\infty} \frac{\lambda}{c} \int_{0}^{x} D(x-u) d u=\|R\|_{\mathbb{C}} \frac{\lambda b}{c}
$$

from this it follows that $\|K\|_{\mathbb{C}} \leq \frac{\lambda b}{c}<1$.
This integral equation is not easy to be solved by "classical" methods when $D(x)$ is Pareto distribution,

$$
\begin{aligned}
& D(x) \equiv P(x)=0,0 \leq u \leq \frac{\alpha-1}{\alpha} \\
& P(u)=1-\left(\frac{\alpha-1}{\alpha u}\right)^{\alpha}, u>\frac{\alpha-1}{\alpha}
\end{aligned}
$$

with parameter $\alpha=3$, with accuracy at most $0.03, \lambda=0.7, c=1$, for $x>500$.
It is known that equation (4) can be converted to Cauchy problem for secondorder ODE. It can be solved by different classical numerical methods, for example, Euler's, Runge-Kutta and so on. But in this case, for large value of $x(x \gg 500)$, error would grow. That is why we solve this integral equation for large $x(x \gg 500)$ in one point by Monte Carlo methods (see [2-4, 11]. The calculating experiment was realized for parameters $\lambda=0.8, c=1$,

$$
F(x)= \begin{cases}1, & \text { for } x \leq k \\ \left(\frac{k}{x}\right)^{\alpha}, & \text { for } x>k\end{cases}
$$

and also for Pareto distribution with parameters $\alpha=2,3,5,7$ and $k>0, k=$ $\frac{\alpha-1}{\alpha}$. Results of numerical experiments are completely satisfactory.
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# Determinant Reprentation of Dardoux Transformation for the (2+1)-Dimensional Schrödinger-Maxwell-Bloch Equation 
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#### Abstract

In this article, we consider a (2+1)-dimensional Schrödinger-MaxwellBloch equation (SMBE). The ( $2+1$ )-dimensional SMBE is integrable by the inverse scattering method. We constructed Darboux transformation (DT) of this equation. Also, we derive determinant representation of one-fold, two-fold and n-fold DT of (2+1)-dimensional SMBE. As an application of these conversion of the (2+1)dimensional SMBE, soliton solutions will get from trivial "seed" solutions.


## 1 Introduction

It is well known that the nonlinear nature of the real system is considered to be fundamental in modern science. Nonlinearity is the fascinating subject which has many applications in almost all areas of science. Usually nonlinear phenomena are modeled by nonlinear ordinary and/or partial differential equations. Many of these nonlinear differential equations (NDE) are completely integrable. This means that these integrable NDE have some classes of interesting exact solutions such as solitons, dromions, rogue waves, similaritons and so on. They are of great mathematical as well as physical interest and the investigation of the solitons and other its sisters have become one of the most exciting and extremely active areas of research in modern science and technology in the past several decades. In particular, many of the completely integrable NDE have been found and studied [1-15].

[^12]Among of such integrable nonlinear systems, the Schrödinger-Maxwell-Bloch equation (SMBE) plays an important role. The SMBE describes a soliton propagation in fibres with resonant and erbium-doped systems [16] and has the ( $1+1$ )-dimensions. The ( $1+1$ )-dimensional SMBE has been studied by Darboux transformation (DT) in [17], where the authors obtained the soliton and periodic solutions from the different "seeds".

Recently, the authors in $[18,19]$ presented the $(2+1)$-dimensional SMBE. In this paper, our aim is to construct the DT for the ( $2+1$ )-dimensional SMBE and to find its soliton solutions. It is well known that the DT is an efficient way to find different solutions for integrable equations [20]. In [21, 22], rogue waves, position solutions were obtained by the DT for one and two component Hirota-Maxwell-Bloch equation (HMBE). The determinant representation of the DT for the inhomogeneous HMBE was given in [23, 24], where the authors found the soliton, position solutions.

The paper is organized as follows. In Sect.2, we present Lax representation of the $(2+1)$-dimensional SMBE. One-fold DT of the ( $2+1$ )-dimensional SMBE is constructed in Sect. 3. In Sect.4, we give the determinant representation of the ( $2+1$ )dimensional SMBE. In Sect. 5 the soliton solutions are obtained from the "seed" solutions. Here, in particular, we present one-soliton solutions. Finally, in Sect. 6 we present our conclusion.

## 2 Lax Representation of (2+1)-Dimensional Schrödinger-Maxwell-Bloch Equation

Here we consider the $(2+1)$-dimensional SMBE, which reads as

$$
\begin{gather*}
i q_{t}+q_{x y}-v q-2 i p=0,  \tag{1}\\
i r_{t}-r_{x y}+v r-2 i k=0,  \tag{2}\\
v_{x}+2(r q)_{y}=0,  \tag{3}\\
p_{x}-2 i \omega p-2 \eta q=0  \tag{4}\\
k_{x}+2 i \omega k-2 \eta r=0,  \tag{5}\\
\eta_{x}+r p+k q=0, \tag{6}
\end{gather*}
$$

where $q, k, r, p$ are complex functions, $\eta, v$ is a real function, $\omega$ is a real constant and subscripts $x, y, t$ denote partial derivatives with respect to the variables. This system (1)-(6) is integrable by the Inverse Scattering Method [18].

Corresponding Lax representation for the (2+1)-dimensional SMBE (1)-(6) is given by

$$
\begin{gather*}
\Psi_{x}=A \Psi,  \tag{7}\\
\Psi_{t}=2 \lambda \Psi_{y}+B \Psi, \tag{8}
\end{gather*}
$$

where $A$ and $B$ matrices have the form

$$
\begin{gathered}
A=-i \lambda \sigma_{3}+A_{0}, \\
B=B_{0}+\frac{i}{\lambda+\omega} B_{-1} .
\end{gathered}
$$

Here $\sigma_{3}, A_{0}, B_{0}, B_{1}$ are $2 \times 2$ matrices:

$$
\begin{gathered}
A_{0}=\left(\begin{array}{cc}
0 & q \\
-r & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \\
B_{0}=\left(\begin{array}{cc}
-0.5 i v & i q_{y} \\
i r_{y} & 0.5 i v
\end{array}\right), \quad B_{-1}=\left(\begin{array}{cc}
\eta & -p \\
-k-\eta
\end{array}\right) .
\end{gathered}
$$

Let us consider the reductions $r=\delta q^{*}, \quad k=\delta p^{*}$, where the asterisk symbol "*" means a complex conjugate and $\delta$ is the real constant. Then the system (1)-(6) takes the form

$$
\begin{gathered}
i q_{t}+q_{x y}-v q-2 i p=0, \\
v_{x}+2 \delta\left(|q|^{2}\right)_{y}=0, \\
p_{x}-2 i \omega p-2 \eta q=0, \\
\eta_{x}+\delta\left(q^{*} p+p^{*} q\right)=0,
\end{gathered}
$$

where we can assume that the $\delta= \pm 1$. So that $\delta=+1$ corresponds to a attractive interaction and $\delta=-1$ corresponds to a repulsive interaction.

In the next section, we construct one-fold DT of the ( $2+1$ )-dimensional SMBE.

## 3 One-Fold Darboux Transformation for the (2+1)-Dimensional Schrödinger-Maxwell-Bloch Equation

We consider the following transformation of the system of Eqs. (7)-(8)

$$
\begin{equation*}
\Psi^{[1]}=T \Psi=(\lambda I-M) \Psi \tag{9}
\end{equation*}
$$

such that

$$
\begin{equation*}
\Psi_{x}^{[1]}=A^{[1]} \Psi^{[1]}, \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
\Psi_{t}^{[1]}=2 \lambda \Psi_{y}^{[1]}+B^{[1]} \Psi^{[1]} \tag{11}
\end{equation*}
$$

where $A^{[1]}$ and $B^{[1]}$ depend on $q^{[1]}, v^{[1]}, p^{[1]}, \eta^{[1]}$ and $\lambda$. Here $M$ and $I$ are matrices have the form

$$
M=\left(\begin{array}{ll}
m_{11} & m_{12}  \tag{12}\\
m_{21} & m_{22}
\end{array}\right), \quad I=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) .
$$

The relation between $q^{[1]}, v^{[1]}, p^{[1]}, \eta^{[1]}, \lambda$ and $A^{[1]}-B^{[1]}$ is the same as the relation between $q, v, p, \eta, \lambda$ and $A-B$. In order the Eqs. (10)-(11) to hold, $T$ must satisfy the following equations

$$
\begin{gather*}
T_{x}+T A=A^{[1]} T,  \tag{13}\\
T_{t}+T B=2 \lambda T_{y}+B^{[1]} T . \tag{14}
\end{gather*}
$$

Then the relation between $q, v, p, \eta$ and $q^{[1]}, v^{[1]}, p^{[1]}, \eta^{[1]}$ can be reduced from these equations, which is in fact the DT of the ( $2+1$ )-dimensional SMBE. Comparing the coefficients of $\lambda^{i}$ of the two sides of the Eq. (13), we get

$$
\begin{gather*}
\lambda^{0}: M_{x}=A_{0}^{[1]} M-M A_{0},  \tag{15}\\
\lambda^{1}: A_{0}^{[1]}=A_{0}+i\left[M, \sigma_{3}\right]  \tag{16}\\
\lambda^{2}: i I \sigma_{3}=i \sigma_{3} I \tag{17}
\end{gather*}
$$

Finally, from (15)-(17) we obtain

$$
\begin{equation*}
q^{[1]}=q-2 i m_{12}, \quad r^{[1]}=r-2 i m_{21} \tag{18}
\end{equation*}
$$

Hence we get $m_{21}=-m_{12}^{*}$ in our attractive interaction case, that is when $\delta=+1$. Then, comparing the coefficients of $\lambda^{i}$ of the two sides of the Eq. (14) gives us

$$
\begin{gather*}
\lambda^{0}:-M_{t}=i B_{-1}^{[1]}-B_{0}^{[1]} M-i B_{-1}+M B_{0}  \tag{19}\\
\lambda^{1}: 2 M_{y}=B_{0}^{[1]}-B_{0}  \tag{20}\\
(\lambda+\omega)^{-1}: 0=-i \omega B_{-1}^{[1]}-i B_{-1}^{[1]} M+i \omega B_{-1}+i M B_{-1} \tag{21}
\end{gather*}
$$

Then the system of Eqs. (19)-(21) gives

$$
\begin{equation*}
B_{-1}^{[1]}=(M+\omega I) B_{-1}(M+\omega I)^{-1} \tag{22}
\end{equation*}
$$

These Eqs. (18), (22) give one-fold transformation of the (2+1)-dimensional SMBE.
We now assume that

$$
M=H \Lambda H^{-1}
$$

where

$$
\begin{align*}
H & =\left(\begin{array}{ll}
\psi_{1}\left(\lambda_{1} ; t, x, y\right) & \psi_{1}\left(\lambda_{2} ; t, x, y\right) \\
\psi_{2}\left(\lambda_{1} ; t, x, y\right) & \psi_{2}\left(\lambda_{2} ; t, x, y\right)
\end{array}\right):=\left(\begin{array}{ll}
\psi_{1,1} & \psi_{1,2} \\
\psi_{2,1} & \psi_{2,2}
\end{array}\right), \\
\Lambda & =\left(\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right) \tag{23}
\end{align*}
$$

and $\operatorname{det} H \neq 0$, where $\lambda_{1}$ and $\lambda_{2}$ are complex constants. In order to satisfy the constraints of $A_{0}$ and $B_{-1}^{[1]}$ as mentioned above, we first note that if $\delta=+1$, then

$$
\begin{gathered}
\Psi^{+}=\Psi^{-1}, \quad A_{0}^{+}=-A_{0}, \\
\lambda_{2}=\lambda_{1}^{*}, \quad H=\left(\begin{array}{cc}
\psi_{1}\left(\lambda_{1} ; t, x, y\right) & -\psi_{2}^{*}\left(\lambda_{1} ; t, x, y\right) \\
\psi_{2}\left(\lambda_{1} ; t, x, y\right) & \psi_{1}^{*}\left(\lambda_{1} ; t, x, y\right)
\end{array}\right), \\
H^{-1}=\frac{1}{\Delta}\left(\begin{array}{cc}
\psi_{1}^{*}\left(\lambda_{1} ; t, x, y\right) & \psi_{2}^{*}\left(\lambda_{1} ; t, x, y\right) \\
-\psi_{2}\left(\lambda_{1} ; t, x, y\right) & \psi_{1}\left(\lambda_{1} ; t, x, y\right)
\end{array}\right) .
\end{gathered}
$$

In the following section we give the determinant representation of the DT for the (2+1)-dimensional SMBE.

## 4 Determinant Representation of Darboux Transformation for the (2+1)-Dimensional Schrödinger-Maxwell-Bloch Equation

Here the determinant representation is constructed for the one-fold, two-fold and nfold DT of the $(2+1)$-dimensional SMBE. The reduction condition on the eigenfunctions are $\Psi_{2,2 i}=\Psi_{1,2 i-1}^{*}, \Psi_{2,2 i-1}=-\Psi_{1,2 i}^{*}$ and for the eigenvalues are $\lambda_{2 i}=-\lambda_{2 i-1}^{*}$.

The determinant representation of the one-fold DT of the ( $2+1$ )-dimensional SMBE formulate the following theorem (as [21-24]).

Theorem 1 The one-fold DT of the (2+1)-dimensional SMBE is

$$
T_{1}\left(\lambda, \lambda_{1}, \lambda_{2}\right)=\lambda I-M=\lambda I+t_{0}^{[1]}=\frac{1}{\Delta_{1}}\left(\begin{array}{ll}
\left(T_{1}\right)_{11} & \left(T_{1}\right)_{12}  \tag{24}\\
\left(T_{1}\right)_{21} & \left(T_{1}\right)_{22}
\end{array}\right),
$$

where

$$
t_{0}^{[1]}=\frac{1}{\Delta_{1}}\left(\begin{array}{ll}
\left|\begin{array}{ll}
\Psi_{2,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{2,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right| & -\left|\begin{array}{ll}
\Psi_{1,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{1,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right| \\
\left|\begin{array}{ll}
\Psi_{2,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{2,2} & \lambda_{2} \Psi_{2,2}
\end{array}\right| & -\left|\begin{array}{ll}
\Psi_{1,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{1,2} & \lambda_{2} \Psi_{2,2}
\end{array}\right|
\end{array}\right),
$$

$$
\begin{gathered}
\Delta_{1}=\left|\begin{array}{ll}
\Psi_{1,1} & \Psi_{1,2} \\
\Psi_{2,1} & \Psi_{2,2}
\end{array}\right|, \\
\left(T_{1}\right)_{11}=\left|\begin{array}{ccc}
1 & 0 & \lambda \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right|, \\
\left(T_{1}\right)_{12}=\left|\begin{array}{ccc}
0 & 1 & 0 \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right|, \\
\left(T_{1}\right)_{21}=\left|\begin{array}{ccc}
1 & 0 & 0 \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{2,2}
\end{array}\right|, \\
\left(T_{1}\right)_{22}=\left|\begin{array}{ccc}
0 & 1 & \lambda \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{2,2}
\end{array}\right| .
\end{gathered}
$$

$T_{1}$ satisfies the following equations

$$
\begin{gathered}
T_{1 x}+T_{1} A=A^{[1]} T_{1} \\
T_{1 t}+T_{1} B=2 \lambda T_{1 y}+B^{[1]} T_{1} \\
A_{0}^{[1]}=A_{0}+\left[\sigma_{3}, t_{0}^{[1]}\right], \quad B_{-1}^{[1]}=\left.\left.T_{1}\right|_{\lambda=-\mu} B_{-1} T_{1}^{-1}\right|_{\lambda=-\mu} .
\end{gathered}
$$

Then the solutions of the system (1)-(6) have the form

$$
\begin{gathered}
q^{[1]}=q-2 i \frac{\left(T_{1}\right)_{12}}{\Delta_{1}}, \\
v^{[1]}=v+4 i\left(\frac{\left(T_{1}\right)_{11}}{\Delta_{1}}\right)_{y}, \\
\eta^{[1]}=\frac{\left(\left|\omega+\left(T_{1}\right)_{11}\right|^{2}-\left|\left(T_{1}\right)_{12}\right|^{2}\right) \eta+p\left(T_{1}\right)_{21}\left(\omega+\left(T_{1}\right)_{11}\right)-p^{*}\left(T_{1}\right)_{12}\left(\omega+\left(T_{1}\right)_{22}\right)}{W}, \\
p^{[1]}=\frac{p\left[\left(\omega+\left(T_{1}\right)_{11}\right)^{2}-p^{*}\left(T_{1}\right)_{12}^{2}\right]+2 \eta\left(T_{1}\right)_{12}\left(\omega+\left(T_{1}\right)_{11}\right)}{W}, \\
p^{*[1]}=\frac{p^{*}\left(\left(\omega+\left(T_{1}\right)_{22}\right)^{2}+p\left(T_{1}\right)_{21}^{2}\right)-2 \eta\left(T_{1}\right)_{21}\left(\omega+\left(T_{1}\right)_{22}\right)}{W},
\end{gathered}
$$

where

$$
W=\left(T_{1}\right)_{11}\left(T_{1}\right)_{22}-\left(T_{1}\right)_{12}\left(T_{1}\right)_{21}
$$

We can find the transformation $T_{1}$ which has the following property

$$
\left.T_{1}\left(\lambda, \lambda_{1}, \lambda_{2}\right)\right|_{\lambda=\lambda_{i}}\binom{\Psi_{1, i}}{\Psi_{2, i}}=0, \quad i=1,2
$$

Now we prove the theorem.
Proof of the Main Theorem From the formulae (13), (23) it follows that

$$
M=\frac{1}{\Delta_{1}}\left(\begin{array}{cc}
\lambda_{1} \Psi_{11} \Psi_{22}-\lambda_{2} \Psi_{12} \Psi_{21} & \left(\lambda_{2}-\lambda_{1}\right) \Psi_{11} \Psi_{12} \\
\left(\lambda_{1}-\lambda_{2}\right) \Psi_{21} \Psi_{22} & \lambda_{1} \Psi_{12} \Psi_{21}+\lambda_{2} \Psi_{11} \Psi_{22}
\end{array}\right)
$$

From Eq. (24), we have

$$
\begin{aligned}
& T_{1}\left(\lambda, \lambda_{1}, \lambda_{2}\right)=\lambda I-M \\
& =\frac{1}{\Delta_{1}}\left(\begin{array}{cc}
\lambda \cdot \Delta_{1}-\left|\begin{array}{ll}
\Psi_{2,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{2,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right| & -\left|\begin{array}{ll}
\Psi_{1,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{1,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right| \\
\left\lvert\, \begin{array}{ll}
\Psi_{2,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{2,2} & \lambda_{2}
\end{array} \Psi_{2,2}\right.
\end{array}\left|\quad \lambda \cdot \Delta_{1}+\left|\begin{array}{ll}
\Psi_{1,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{1,2} & \lambda_{2} \Psi_{2,2}
\end{array}\right|\right),\right. \\
& \lambda I+t_{0}^{[1]}=\lambda I-M \\
& =\frac{1}{\Delta_{1}}\left(\begin{array}{cc}
\lambda \cdot \Delta_{1}-\left|\begin{array}{ll}
\Psi_{2,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{2,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right| & -\left|\begin{array}{ll}
\Psi_{1,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{1,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right| \\
\left\lvert\, \begin{array}{ll}
\Psi_{2,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{2,2} & \lambda_{2}
\end{array} \Psi_{2,2}\right.
\end{array}\left|\quad \lambda \cdot \Delta_{1}+\left|\begin{array}{ll}
\Psi_{1,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{1,2} & \lambda_{2} \Psi_{2,2}
\end{array}\right| l\right| l\right.
\end{aligned}
$$

and the elements of the matrix are as follows:

$$
\begin{gathered}
\left(T_{1}\right)_{11}=\left|\begin{array}{ccc}
1 & 0 & \lambda \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right|=\left|\begin{array}{ll}
\Psi_{2,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{2,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right|-\lambda \cdot \Delta_{1}, \\
\left(T_{1}\right)_{12}=\left|\begin{array}{ccc}
0 & 1 & 0 \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right|=-\left|\begin{array}{ll}
\Psi_{1,1} & \lambda_{1} \Psi_{1,1} \\
\Psi_{1,2} & \lambda_{2} \Psi_{1,2}
\end{array}\right|, \\
\left(T_{1}\right)_{21}=\left|\begin{array}{ccc}
1 & 0 & 0 \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{2,2}
\end{array}\right|=\left|\begin{array}{ll}
\Psi_{2,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{2,2} & \lambda_{2} \Psi_{2,2}
\end{array}\right|,
\end{gathered}
$$

$$
\begin{align*}
\left(T_{1}\right)_{22}= & \left|\begin{array}{ccc}
0 & 1 & \lambda \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{2,2}
\end{array}\right|=-\left|\begin{array}{ll}
\Psi_{1,1} & \lambda_{1} \Psi_{2,1} \\
\Psi_{1,2} & \lambda_{2} \Psi_{2,2}
\end{array}\right|-\lambda \cdot \Delta_{1} . \\
& t_{0 x}^{[1]}+\lambda A_{0}-i \lambda^{2} \sigma_{3}-\lambda t_{0}^{[1]} \sigma_{3}+t_{0}^{[1]} A_{0}  \tag{25}\\
& =-i \lambda^{2} \sigma_{3}+\lambda A_{0}^{[1]}-i \lambda \sigma_{3} t_{0}^{[1]}+A_{0}^{[1]} t_{0}^{[1]} .
\end{align*}
$$

Comparing the coefficients of $\lambda^{i}$ of the two sides of the Eq. (25), we get

$$
\begin{gathered}
\lambda^{0}: \quad t_{0 x}^{[1]}+t_{0}^{[1]} A_{0}=A_{0}^{[1]} t_{0}^{[1]}, \\
\lambda^{1}: \quad A_{0}-i t_{0}^{[1]} \sigma_{3}=A_{0}^{[1]}-i \sigma_{3} t_{0}^{[1]}, \\
\lambda^{2}: \quad i \sigma_{3}=i \sigma_{3} .
\end{gathered}
$$

In same way Theorem 1 we can formulate the next theorem.
Theorem 2 The two-fold DT of the (2+1)-dimensional SMBE is

$$
T_{2}\left(\lambda, \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right)=\lambda^{2} I+\lambda t_{1}^{[2]}+t_{0}^{[2]}=\frac{1}{\Delta_{2}}\left(\begin{array}{ll}
\left(T_{2}\right)_{11} & \left(T_{2}\right)_{12} \\
\left(T_{2}\right)_{21} & \left(T_{2}\right)_{22}
\end{array}\right)
$$

where

$$
\begin{aligned}
& \Delta_{2}=\left|\begin{array}{llll}
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} & \Psi_{1,1} \\
\lambda_{1} & \Psi_{2,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2} & \lambda_{2} \Psi_{2,2} \\
\Psi_{1,3} & \Psi_{2,3} & \lambda_{3} & \Psi_{1,3} \\
\lambda_{3} & \Psi_{2,3} \\
\Psi_{1,4} & \Psi_{2,4} & \lambda_{4} & \Psi_{1,4}
\end{array} \lambda_{4} \Psi_{2,4}\right|, \\
& \left(T_{2}\right)_{11}=\left|\begin{array}{ccccc}
1 & 0 & \lambda & 0 & \lambda^{2} \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} & \lambda_{1} \Psi_{2,1} & \lambda_{1}^{2} \Psi_{1,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2} & \lambda_{2} \Psi_{2,2} & \lambda_{2}^{2} \Psi_{1,2} \\
\Psi_{1,3} & \Psi_{2,3} & \lambda_{3} \Psi_{1,3} & \lambda_{3} \Psi_{2,3} & \lambda_{3}^{2} \Psi_{1,3} \\
\Psi_{1,4} & \Psi_{2,4} & \lambda_{4} \Psi_{1,4} & \lambda_{4} \Psi_{2,4} & \lambda_{4}^{2} \Psi_{1,4}
\end{array}\right|, \\
& \left(T_{2}\right)_{12}=\left|\begin{array}{ccccc}
0 & 1 & 0 & \lambda & 0 \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} & \lambda_{1} \Psi_{2,1} & \lambda_{1}^{2} \Psi_{1,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2} & \lambda_{2} \Psi_{2,2} & \lambda_{2}^{2} \Psi_{1,2} \\
\Psi_{1,3} & \Psi_{2,3} & \lambda_{3} \Psi_{1,3} & \lambda_{3} \Psi_{2,3} & \lambda_{3}^{2} \Psi_{1,3} \\
\Psi_{1,4} & \Psi_{2,4} & \lambda_{4} \Psi_{1,4} & \lambda_{4} \Psi_{2,4} & \lambda_{4}^{2} \Psi_{1,4}
\end{array}\right|, \\
& \left(T_{2}\right)_{21}=\left|\begin{array}{ccccc}
1 & 0 & \lambda & 0 & 0 \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} & \lambda_{1} \Psi_{2,1} & \lambda_{1}^{2} \Psi_{2,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2} & \lambda_{2} \Psi_{2,2} & \lambda_{2}^{2} \Psi_{2,2} \\
\Psi_{1,3} & \Psi_{2,3} & \lambda_{3} \Psi_{1,3} & \lambda_{3} \Psi_{2,3} & \lambda_{3}^{2} \Psi_{2,3} \\
\Psi_{1,4} & \Psi_{2,4} & \lambda_{4} \Psi_{1,4} & \lambda_{4} \Psi_{2,4} & \lambda_{4}^{2} \Psi_{2,4}
\end{array}\right|,
\end{aligned}
$$

$$
\left(T_{2}\right)_{22}=\left|\begin{array}{ccccc}
0 & 1 & 0 & \lambda & \lambda^{2} \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} & \lambda_{1} \Psi_{2,1} & \lambda_{1}^{2} \Psi_{2,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2} & \lambda_{2} \Psi_{2,2} & \lambda_{2}^{2} \Psi_{2,2} \\
\Psi_{1,3} & \Psi_{2,3} & \lambda_{3} \Psi_{1,3} & \lambda_{3} \Psi_{2,3} & \lambda_{3}^{2} \Psi_{2,3} \\
\Psi_{1,4} & \Psi_{2,4} & \lambda_{4} \Psi_{1,4} & \lambda_{4} \Psi_{2,4} & \lambda_{4}^{2} \Psi_{2,4}
\end{array}\right|,
$$

$T_{2}$ satisfies the following equations

$$
\begin{gathered}
T_{2 x}+T_{2} A=A^{[2]} T_{2}, \\
T_{2 t}+T_{2} B=2 \lambda T_{2 y}+B^{[2]} T_{1} \\
A_{0}^{[2]}=A_{0}+\left[\sigma_{3}, t_{0}^{[2]}\right], \quad B_{-1}^{[2]}=\left.\left.T_{2}\right|_{\lambda=-\mu} B_{-1} T_{2}^{-1}\right|_{\lambda=-\mu}
\end{gathered}
$$

Then the solutions of the system (1)-(6) have the form

$$
\begin{gathered}
q^{[2]}=q-2 i \frac{\left(T_{2}\right)_{12}}{\Delta_{2}}, \\
v^{[2]}=v+4 i\left(\frac{\left(T_{2}\right)_{11}}{\Delta_{2}}\right)_{y}, \\
\eta^{[2]}=\frac{\left(\left|\omega+\left(T_{2}\right)_{11}\right|^{2}-\left|\left(T_{2}\right)_{12}\right|^{2}\right) \eta+p\left(T_{2}\right)_{21}\left(\omega+\left(T_{2}\right)_{11}\right)-p^{*}\left(T_{2}\right)_{12}\left(\omega+\left(T_{2}\right)_{22}\right)}{W}, \\
p^{[2]}=\frac{p\left[\left(\omega+\left(T_{2}\right)_{11}\right)^{2}-p^{*}\left(T_{2}\right)_{12}^{2}\right]+2 \eta\left(T_{2}\right)_{12}\left(\omega+\left(T_{2}\right)_{11}\right)}{W}, \\
p^{*[2]}=\frac{p^{*}\left(\left(\omega+\left(T_{2}\right)_{22}\right)^{2}+p\left(T_{2}\right)_{21}^{2}\right)-2 \eta\left(T_{2}\right)_{21}\left(\omega+\left(T_{2}\right)_{22}\right)}{W},
\end{gathered}
$$

where

$$
W=\left(T_{2}\right)_{11}\left(T_{2}\right)_{22}-\left(T_{2}\right)_{12}\left(T_{2}\right)_{21}
$$

We can find the transformation $T_{1}$ which has the following property

$$
\left.T_{2}\left(\lambda, \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right)\right|_{\lambda=\lambda_{i}}\binom{\Psi_{1, i}}{\Psi_{2, i}}=0, \quad i=1,2,3,4
$$

Theorem 3 The n-fold DT of the (2+1)-dimensional SMBE is

$$
\begin{aligned}
T_{n}\left(\lambda, \lambda_{1}, \lambda_{2}, \lambda_{3}, \ldots, \lambda_{2 n}\right) & =\lambda^{n} I+\lambda^{n-1} t_{n-1}^{[n]}+\cdots+\lambda t_{1}^{[n]}+t_{0}^{[n]} \\
& =\frac{1}{\Delta_{n}}\binom{\left(T_{n}\right)_{11}\left(T_{n}\right)_{12}}{\left(T_{n}\right)_{21}\left(T_{n}\right)_{22}},
\end{aligned}
$$

where

$$
\left.\begin{aligned}
& \left(T_{n}\right)_{12} \\
& 0
\end{aligned} \quad 1 \quad \begin{array}{ccccccc} 
\\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} & \cdots & \lambda_{1}^{n-1} \Psi_{1,1} & \lambda_{1}^{n-1} \Psi_{2,1} & \lambda_{1}^{n} \Psi_{1,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2} & \cdots & \lambda_{2}^{n-1} \Psi_{1,2} & \lambda_{2}^{n-1} \Psi_{2,2} & \lambda_{2}^{n} \Psi_{1,2} \\
\Psi_{1,3} & \Psi_{2,3} & \lambda_{3} \Psi_{1,3} & \cdots & \lambda_{3}^{n-1} \Psi_{1,3} & \lambda_{3}^{n-1} \Psi_{2,3} & \lambda_{3}^{n} \Psi_{1,3} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Psi_{1,2 n-1} & \Psi_{2,2 n-1} & \lambda_{2 n-1} \Psi_{1,2 n-1} & \cdots & \lambda_{2 n-1}^{n-1} \Psi_{1,2 n-1} & \lambda_{2 n-1}^{n-1} \Psi_{2,2 n-1} & \lambda_{2 n-1}^{n} \Psi_{1,2 n-1} \\
\Psi_{1,2 n} & \Psi_{2,2 n} & \lambda_{2 n} \Psi_{1,2 n} & \cdots & \lambda_{2 n}^{n-1} \Psi_{1,2 n} & \lambda_{2 n}^{n-1} \Psi_{1,2 n} & \lambda_{2 n}^{n} \Psi_{1,2 n}
\end{array} \right\rvert\,,
$$

$$
\begin{aligned}
& \Delta_{n} \\
& =\left|\begin{array}{ccccccc}
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} & \lambda_{1} \Psi_{2,1} & \cdots & \lambda_{1}^{n-1} \Psi_{1,1} & \lambda_{1}^{n-1} \Psi_{2,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2} & \lambda_{2} \Psi_{2,2} & \cdots & \lambda_{2}^{n-1} \Psi_{1,2} & \lambda_{2}^{n-1} \Psi_{2,2} \\
\Psi_{1,3} & \Psi_{2,3} & \lambda_{3} \Psi_{1,3} & \lambda_{3} \Psi_{2,3} & \cdots & \lambda_{3}^{n-1} \Psi_{1,3} & \lambda_{3}^{n-1} \Psi_{2,3} \\
\Psi_{1,4} & \Psi_{2,4} & \lambda_{4} \Psi_{1,4} & \lambda_{4} \Psi_{2,4} & \cdots & \lambda_{4}^{n-1} \Psi_{1,4} & \lambda_{1}^{n-1} \Psi_{2,4} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Psi_{1,2 n-1} & \Psi_{2,2 n-1} & \lambda_{2 n-1} \Psi_{1,2 n-1} & \lambda_{2 n-1} \Psi_{2,2 n-1} & \cdots & \lambda_{2 n-1}^{n-1} \Psi_{1,2 n-1} & \lambda_{2 n-1}^{n-1} \Psi_{2,2 n-1} \\
\Psi_{1,2 n} & \Psi_{2,2 n} & \lambda_{2 n} \Psi_{1,2 n} & \lambda_{2 n} \Psi_{2,2 n} & \cdots & \lambda_{2 n}^{n-1} \Psi_{1,2 n} & \lambda_{2 n}^{n-1} \Psi_{2,2 n}
\end{array}\right|, \\
& \begin{array}{c}
\left(T_{n}\right)_{11} \\
=\left|\begin{array}{ccccccc}
1 & 0 & \lambda & \cdots & \lambda^{n-1} & 0 & \lambda^{n} \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} & \cdots & \lambda_{1}^{n-1} \Psi_{1,1} & \lambda_{1}^{n-1} \Psi_{2,1} & \lambda_{1}^{n} \Psi_{1,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2} & \cdots & \lambda_{2}^{n-1} \Psi_{1,2} & \lambda_{2}^{n-1} \Psi_{2,2} & \lambda_{2}^{n} \Psi_{1,2} \\
\Psi_{1,3} & \Psi_{2,3} & \lambda_{3} \Psi_{1,3} & \cdots & \lambda_{3}^{n-1} \Psi_{1,3} & \lambda_{3}^{n-1} \Psi_{2,3} & \lambda_{3}^{n} \Psi_{1,3} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Psi_{1,2 n-1} & \Psi_{2,2 n-1} & \lambda_{2 n-1} \Psi_{1,2 n-1} & \cdots & \lambda_{2 n-1}^{n-1} \Psi_{1,2 n-1} & \lambda_{2 n-1}^{n-1} \Psi_{2,2 n-1} & \lambda_{2 n-1}^{n} \Psi_{1,2 n-1} \\
\Psi_{1,2 n} & \Psi_{2,2 n} & \lambda_{2 n} \Psi_{1,2 n} & \cdots & \lambda_{2 n}^{n-1} \Psi_{1,2 n} & \lambda_{2 n}^{n-1} \Psi_{1,2 n} & \lambda_{2 n}^{n} \Psi_{1,2 n}
\end{array}\right|,
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{c}
\left(T_{n}\right)_{21} \\
=\left|\begin{array}{ccccccc}
1 & 0 & \lambda & \cdots & \lambda^{n-1} & 0 & 0 \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} & \cdots & \lambda_{1}^{n-1} \Psi_{1,1} & \lambda_{1}^{n-1} \Psi_{2,1} & \lambda_{1}^{n} \Psi_{2,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2} & \cdots & \lambda_{2}^{n-1} \Psi_{1,2} & \lambda_{2}^{n-1} \Psi_{2,2} & \lambda_{2}^{n} \Psi_{2,2} \\
\Psi_{1,3} & \Psi_{2,3} & \lambda_{3} \Psi_{1,3} & \cdots & \lambda_{3}^{n-1} \Psi_{1,3} & \lambda_{3}^{n-1} \Psi_{2,3} & \lambda_{3}^{n} \Psi_{2,3} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Psi_{1,2 n-1} & \Psi_{2,2 n-1} & \lambda_{2 n-1} \Psi_{1,2 n-1} & \cdots & \lambda_{2 n-1}^{n-1} \Psi_{1,2 n-1} & \lambda_{2 n-1}^{n-1} \Psi_{2,2 n-1} & \lambda_{2 n-1}^{n} \Psi_{2,2 n-1} \\
\Psi_{1,2 n} & \Psi_{2,2 n} & \lambda_{2 n} \Psi_{1,2 n} & \cdots & \lambda_{2 n}^{n-1} \Psi_{1,2 n} & \lambda_{2 n}^{n-1} \Psi_{1,2 n} & \lambda_{2 n}^{n} \Psi_{2,2 n}
\end{array}\right|,
\end{array} \\
& \left(T_{n}\right)_{22} \\
& =\left|\begin{array}{ccccccc}
0 & 1 & 0 & \cdots & 0 & \lambda^{n-1} & \lambda^{n} \\
\Psi_{1,1} & \Psi_{2,1} & \lambda_{1} \Psi_{1,1} & \cdots & \lambda_{1}^{n-1} \Psi_{1,1} & \lambda_{1}^{n-1} \Psi_{2,1} & \lambda_{1}^{n} \Psi_{2,1} \\
\Psi_{1,2} & \Psi_{2,2} & \lambda_{2} \Psi_{1,2} & \cdots & \lambda_{2}^{n-1} \Psi_{1,2} & \lambda_{2}^{n-1} \Psi_{2,2} & \lambda_{2}^{n} \Psi_{2,2} \\
\Psi_{1,3} & \Psi_{2,3} & \lambda_{3} \Psi_{1,3} & \cdots & \lambda_{3}^{n-1} \Psi_{1,3} & \lambda_{3}^{n-1} \Psi_{2,3} & \lambda_{3}^{n} \Psi_{2,3} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\Psi_{1,2 n-1} & \Psi_{2,2 n-1} & \lambda_{2 n-1} \Psi_{1,2 n-1} & \cdots & \lambda_{2 n-1}^{n-1} \Psi_{1,2 n-1} & \lambda_{2 n-1}^{n-1} \Psi_{2,2 n-1} & \lambda_{2 n}^{n} \Psi_{2,2 n-1} \\
\Psi_{1,2 n} & \Psi_{2,2 n} & \lambda_{2 n} \Psi_{1,2 n} & \cdots & \lambda_{2 n}^{n-1} \Psi_{1,2 n} & \lambda_{2 n}^{n-1} \Psi_{1,2 n} & \lambda_{2 n}^{n} \Psi_{2,2 n}
\end{array}\right|,
\end{aligned}
$$

## $T_{n}$ satisfies the next equations

$$
\begin{gathered}
T_{n x}+T_{n} A=A^{[n]} T_{n} \\
T_{n t}+T_{n} B=2 \lambda T_{n y}+B^{[n]} T_{n} \\
A_{0}^{[n]}=A_{0}+\left[\sigma_{3}, t_{0}^{[n]}\right], \quad B_{-1}^{[n]}=\left.\left.T_{n}\right|_{\lambda=-\mu} B_{-1} T_{n}^{-1}\right|_{\lambda=-\mu} .
\end{gathered}
$$

Then the solutions of the system (1)-(6) have the form

$$
\begin{gathered}
q^{[n]}=q-2 i \frac{\left(T_{n}\right)_{12}}{\Delta_{n}}, \\
v^{[n]}=v+4 i\left(\frac{\left(T_{n}\right)_{11}}{\Delta_{n}}\right)_{y}, \\
\eta^{[n]}=\frac{\left(\left|\omega+\left(T_{n}\right)_{11}\right|^{2}-\left|\left(T_{n}\right)_{12}\right|^{2}\right) \eta+p\left(T_{n}\right)_{21}\left(\omega+\left(T_{n}\right)_{11}\right)-p^{*}\left(T_{n}\right)_{12}\left(\omega+\left(T_{n}\right)_{22}\right)}{W}, \\
p^{[n]}=\frac{p\left[\left(\omega+\left(T_{n}\right)_{11}\right)^{2}-p^{*}\left(T_{n}\right)_{12}^{2}\right]+2 \eta\left(T_{n}\right)_{12}\left(\omega+\left(T_{n}\right)_{11}\right)}{W},
\end{gathered}
$$

$$
p^{*[n]}=\frac{p^{*}\left(\left(\omega+\left(T_{n}\right)_{22}\right)^{2}+p\left(T_{n}\right)_{21}^{2}\right)-2 \eta\left(T_{n}\right)_{21}\left(\omega+\left(T_{n}\right)_{22}\right)}{W}
$$

where

$$
W=\left(T_{2}\right)_{11}\left(T_{2}\right)_{22}-\left(T_{2}\right)_{12}\left(T_{2}\right)_{21}
$$

We can find the transformation $T_{1}$ which has the following property

$$
\left.T_{n}\left(\lambda, \lambda_{1}, \lambda_{2}, \lambda_{3}, \ldots ., \lambda_{2 n}\right)\right|_{\lambda=\lambda_{i}}\binom{\Psi_{1, i}}{\Psi_{2, i}}=0, i=1,2,3, \ldots, 2 n
$$

## 5 Soliton Solutions

To get the one-soliton solution we take the "seed" solution as $q=0, v=0, p=0$, $\eta=1$. Let $\lambda_{1}=a+b i$. Then the corresponding associated linear system takes the form

$$
\begin{aligned}
\Psi_{1 x} & =-i \lambda \Psi_{1}, \\
\Psi_{2 x} & =i \lambda \Psi_{2}, \\
\Psi_{1 t} & =2 \lambda \Psi_{1 y}+\frac{i}{\lambda+\omega} \Psi_{1}, \\
\Psi_{2 t} & =2 \lambda \Psi_{2 y}-\frac{i}{\lambda+\omega} \Psi_{2} .
\end{aligned}
$$

This system admits the following exact solutions

$$
\begin{aligned}
& \Psi_{1}=\Psi_{10} e^{-i \lambda_{1} x+i \mu_{1} y+i\left(2 \lambda_{1} \mu_{1}+\frac{1}{\lambda_{1}+\omega}\right) t} \\
& \Psi_{2}=\Psi_{20} e^{i \lambda_{1} x-i \mu_{1} y-i\left(2 \lambda_{1} \mu_{1}+\frac{1}{\lambda_{1}+\omega}\right) t}
\end{aligned}
$$

or

$$
\begin{aligned}
& \Psi_{1}=e^{-i \lambda_{1} x+i \mu_{1} y+i\left(2 \lambda_{1} \mu_{1}+\frac{1}{\lambda_{1}+\omega}\right) t+\delta_{1}+i \delta_{2}} \\
& \Psi_{2}=e^{i \lambda_{1} x-i \mu_{1} y-i\left(2 \lambda_{1} \mu_{1}+\frac{1}{\lambda_{1}+\omega}\right) t-\delta_{1}-i \delta_{2}+i \delta_{0}}
\end{aligned}
$$

where $\mu_{1}=c+i d, \delta_{i}$ and $c, d$ are real constants. Then the one-soliton solution of the $(2+1)$-dimensional SMBE is given by

$$
\begin{aligned}
q^{[1]} & =\frac{2 b e^{L-L^{*}-i \delta_{0}}}{\cosh \left(L+L^{*}\right)}, \\
v^{[1]} & =-4 i\left(a+b i \tanh \left(L+L^{*}\right)\right)_{y}, \\
p^{[1]} & =\frac{2 b i\left[(w+a) \cosh \left(L+L^{*}\right)+b i \sinh \left(L+L^{*}\right)\right] e^{L-L^{*}-i \delta_{0}}}{\left((w+a)^{2}+b^{2}\right) \cosh ^{2}\left(L+L^{*}\right)},
\end{aligned}
$$

where

$$
\begin{aligned}
L & =-i \lambda_{1} x+i \mu_{1} y+i\left(2 \lambda_{1} \mu_{1}+\frac{1}{\lambda_{1}+\omega}\right) t+\delta_{1}+i \delta_{2} \\
L^{*} & =i \lambda_{1}^{*} x-i \mu_{1}^{*} y-i\left(2 \lambda_{1}^{*} \mu_{1}^{*}+\frac{1}{\lambda_{1}^{*}+\omega}\right) t+\delta_{1}-i \delta_{2} .
\end{aligned}
$$

Using the above presented $n$-fold DT, similarly, we can construct the $n$-soliton solution of the $(2+1)$-dimensional SMBE. Below, we present the figures of onesoliton solutions (Figs. 1, 2 and 3).

Fig. 1 One-soliton solution $q^{[1]}$ when $t=0$


Fig. 2 One-soliton solution $v^{[1]}$ when $t=0$


Fig. 3 One-soliton solution $p^{[1]}$ when $t=0$


## 6 Conclusion

In this paper, we have constructed the DT for the ( $2+1$ )-dimensional SMBE. Using the derived DT, some exact solutions like, the one-soliton solution are obtained. The determinant representations are given for one-fold, two-fold and $n$-fold DT for the (2+1)-dimensional SMBE. Using the above presented results, one can also construct the $n$-solitons, breathers and rogue wave solutions of the ( $2+1$ )-dimensional SMBE. It is interesting to note that the rogue wave solutions of nonlinear equations are currently one of the hottest topics in nonlinear physics and mathematics. The application of the obtained solutions in physics is an interesting subject. In particular, we hope that the presented solutions may be used in experiments or optical fibre communication. Also we will study some important generalizations of the ( $2+1$ )-dimensional SMBE in future.
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# Numerical Solution of Nonlinear Klein-Gordon Equation Using Polynomial Wavelets 

Jalil Rashidinia and Mahmood Jokar


#### Abstract

The main aim of this paper is to apply the polynomial wavelets for the numerical solution of nonlinear Klein-Gordon equation. Polynomial scaling and wavelet functions are rarely used in the contexts of numerical computation. A numerical technique for the solution of nonlinear Klein-Gordon equation is presented. Our approach consists of finite difference formula combined with the collocation method, which uses the polynomial wavelets. Using the operational matrix of derivative, we reduce the problem to a set of algebraic equations by expanding the approximate solution in terms of polynomial wavelets with unknown coefficients. An estimation of error bound for this method is investigated. Some illustrative examples are included to demonstrate the validity and applicability of the approach.


## 1 Introduction

In this work, we are dealing with the numerical solutions of the following nonlinear partial differential equation, namely a Nonlinear Klein-Gordon equation:

$$
\begin{equation*}
u_{t t}+\alpha u_{x x}+\beta u+\gamma u^{k}=f(x, t), \quad x \in \Omega=[-1,1], t \in(0, T] \tag{1}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{cases}u(x, 0)=g_{1}(x), & x \in \Omega,  \tag{2}\\ u_{t}(x, 0)=g_{2}(x), & x \in \Omega,\end{cases}
$$

[^13]and Dirichlet boundary condition
\[

$$
\begin{equation*}
u(x, t)=h(x, t), x \in \partial \Omega, t \in(0, T], \tag{3}
\end{equation*}
$$

\]

where $\alpha, \beta$ and $\gamma$ are nonzero real constants and $f$ is a known analytic function. Nonlinear phenomena occur in a wide variety of scientific applications such as plasma physics, solid state physics, fluid dynamics and chemical kinetics [1]. The nonlinear Klein-Gordon equation is one of the important models in quantum mechanics and mathematical physics. The equation has received considerable attention in studying solitons and condensed matter physics, in investigating the interaction of solitons in collisionless plasma, the recurrence of initial states, and in examining the nonlinear wave equations [2].

There are a lot of studies on the numerical solution of initial and initial-boundary problems of the linear or nonlinear Klein-Gordon equation. For instance, Chowdhury and Hashim [3] employed the homotopy-perturbation method to obtain approximate solutions of the Klein-Gordon and sine-Gordon equations. Four finite difference schemes for approximating the solution of nonlinear Klein-Gordon equation were discussed in [4]. Deeba and Khuri [5] presented a decomposition scheme for obtaining numerical solutions of the Eq. (1). In [6], a spline collocation approach for the numerical solution of a generalized nonlinear Klein-Gordon equation was investigated. Dehghan and Shokri [7] proposed a numerical scheme to solve the onedimensional nonlinear Klein-Gordon equation with quadratic and cubic nonlinearity using the collocation points and approximating the solution by Thin Plate Splines radial basis functions. Authors in [8] considered a numerical method based on the cubic B-splines collocation technique on the uniform mesh points. Lakestani and Dehghan [9] presented two numerical techniques. The first one is Mixed Finite Difference in time and Collocation Methods using cubic B-spline functions in space (MFDCM) and the second one is fully Collocation Method (CM) which approximates the solution in both space and time variables using cubic B-spline functions. A fully implicit and discrete energy conserving finite difference scheme for the solution of an initial-boundary value problem of the nonlinear Klein-Gordon equation derived by Wong et al. [10]. A three-level spline-difference scheme to solve the one dimensional Klein-Gordon equation which is based on using the finite difference approximation for the time derivative and the spline approximation for the secondorder spatial derivative was derived by authors in [11]. Most recently, authors in [12] proposed a spectral method using Legendre wavelets.

In this article we study the application of polynomial scaling functions and wavelets for computation of numerical solution of nonlinear Klein-Gordon equation. A numerical technique based on the finite difference and Collocation methods is presented. At the first stage, our method is based on the discretization of the time variable by means of the Crank-Nicolson method and freezing the coefficients of the resulting ordinary differential equation at each time step. At the second stage, we use the Wavelet-Collocation method on the yield linear ordinary differential equations at each time step resulting from the time semidiscretization. Considering this basis being wavelet functions, our method is essentially a spectral method.

Polynomial scaling and wavelet functions are rarely used in the contexts of numerical computation [13]. One of the advantages of using polynomial scaling function as expansion functions is the good representation of smooth functions by finite Chebyshev expansion. The Crank-Nicolson method is an unconditionally stable, implicit numerical scheme with second-order accuracy in both time and space. Our approach consists of reducing the Klein-Gordon equation to a set of algebraic equations by expanding the approximate solution in terms of wavelet functions with unknown coefficients. The operational matrix of derivative is presented. This matrix together with the Collocation method are then utilized to evaluate the unknown coefficients of the solution at each time step. Finally, the convergence analysis of the proposed method for the Eq. (1) is developed.

The organization of this paper is as follows. In Sect. 2, we describe the polynomial scaling and wavelet functions on $[-1,1]$ and some basic properties. In Sect.3, the proposed method is used to approximate the solution of the problem. As a result, a set of algebraic equations is formed and a solution of the considered problem is introduced at each time step. In Sect. 4, the error bounds of the method based on the Crank-Nicolson and polynomial wavelets are presented. In Sect. 5, we discuss the accuracy and efficiency of the employed method by applying to several test problems. A brief conclusion is given at the end of the paper in Sect. 6.

## 2 Preliminary

In this section, we shall give a brief introduction of the polynomial wavelets on $[-1,1]$ and their basic properties [14]. Also the construction of the operational matrix of the derivative and some approximation results [15] are presented.

### 2.1 Polynomial Wavelets

Suppose that $T_{n}$ and $U_{n}$ be the following Chebyshev polynomials of the first and second kind respectively,

$$
T_{n}(x)=\cos (n \arccos (x)) \quad \text { and } \quad U_{n-1}(x)=\frac{\sin (n \arccos (x))}{\sin (\arccos (x))}
$$

here to introduce polynomial scaling function we need $\omega_{j}$ which is defined as:

$$
\omega_{j}(x)=\left(1-x^{2}\right) U_{2^{j}-1}(x)=\frac{\left(1-x^{2}\right)}{2^{j}} T_{2^{j}}^{\prime}(x), \quad j=0,1,2, \ldots
$$

The zeros of $\omega_{j}(x)$ are $x_{k}=\cos \left(\frac{k \pi}{2^{j}}\right)$ for $k=0,1, \ldots, 2^{j}$ and it should be pointed out that the zeros of $\omega_{j}$ are also zeros of $\omega_{j+1}$.

Let

$$
\varepsilon_{j, l}=\left\{\begin{array}{l}
\frac{1}{2} \text { for } l=0 \text { or } l=2^{j} \\
1 \text { for } l=1,2, \ldots, 2^{j}-1
\end{array}\right.
$$

for any $j \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$, the polynomial scaling functions are defined as:

$$
\begin{equation*}
\phi_{j, l}(x)=\frac{\omega_{j}(x)}{2^{j}(-1)^{l+1}\left(x-x_{l}\right)} \varepsilon_{j, l}, l=0,1, \ldots, 2^{j} \tag{4}
\end{equation*}
$$

Given $j \in \mathbb{N}_{0}$, the space of polynomial scaling functions on $[-1,1]$ is defined by $V_{j}=\operatorname{span}\left\{\phi_{j, l}: l=0,1, \ldots, 2^{j}\right\}$.

It is easy to see that the spaces $V_{j}=\Pi_{2^{j}}$ where $\Pi_{n}$ denotes the set of all polynomials of degree at most $n$. The interpolatory property of this functions which helps to accelerate the computations is:

$$
\begin{equation*}
\phi_{j, l}\left(\cos \left(\frac{k \pi}{2^{j}}\right)\right)=\delta_{k, l}, \quad k, l=0,1, \ldots, 2^{j} . \tag{5}
\end{equation*}
$$

The wavelet spaces are defined by $W_{j}=\operatorname{span}\left\{\psi_{j, l}: l=0,1, \ldots, 2^{j}-1\right\}$, where

$$
\psi_{j, l}(x)=\frac{T_{2^{j}}(x)}{2^{j}\left(x-\cos \left((2 l+1) \pi / 2^{j+1}\right)\right)}\left(2 \omega_{j}(x)-\omega_{j}\left(\cos \frac{(2 l+1) \pi}{2^{j+1}}\right)\right) .
$$

The same interpolating property holds with the zeros of $\omega_{j+1}$ as:

$$
\psi_{j, l}\left(\cos \left(\frac{(2 k+1) \pi}{2^{j+1}}\right)\right)=\delta_{k, l}, \quad k, l=0,1, \ldots, 2^{j}-1
$$

We note that $\operatorname{dim} W_{j}=2^{j}$ and $\operatorname{dim} V_{j}=2^{j+1}$, also for all $j \in \mathbb{N}_{0}$ we have $V_{j+1}=$ $V_{j} \oplus W_{j}$ and by denoting $W_{-1}$ as $V_{0}$ we obtain

$$
\begin{equation*}
\Pi_{2^{j+1}}=V_{j+1}=\bigoplus_{k=-1}^{j} W_{k} \tag{6}
\end{equation*}
$$

### 2.2 Function Approximation

For any $j \in \mathbb{N}_{0}$, the operator $L_{j}$ mapping any real-valued function $f(x)$ on $[-1,1]$ into the space $V_{j}$ by the Lagrange formula

$$
\begin{equation*}
L_{j} f(x)=\sum_{l=0}^{2^{j}} f\left(x_{l}\right) \phi_{j, l}(x)=U^{T} \Phi_{j}(x), \tag{7}
\end{equation*}
$$

where $U$ and $\Phi_{j}$ are vectors with $2^{j}+1$ components as:

$$
\begin{align*}
U & =\left[f\left(x_{0}\right), f\left(x_{1}\right), \ldots, f\left(x_{2^{j}}\right)\right]^{T},  \tag{8}\\
\Phi_{j}(x) & =\left[\phi_{j, 0}(x), \phi_{j, 1}(x), \ldots, \phi_{j, 2^{j}}(x)\right]^{T} . \tag{9}
\end{align*}
$$

Considering (6) it follows that

$$
\begin{equation*}
L_{j} f(x)=\sum_{k=0}^{1} a_{k} \phi_{0, k}(x)+\sum_{l=0}^{j-1} \sum_{i=0}^{2^{l}-1} b_{l, i} \psi_{l, i}(x)=C^{T} \Psi_{j-1}(x) \tag{10}
\end{equation*}
$$

where $\phi_{0, k}(x)$ and $\psi_{l, i}(x)$ are scaling and wavelet functions, respectively, and $C$ and $\Psi_{j-1}$ are vectors with $2^{j}+1$ components as:

$$
\begin{align*}
C & =\left[a_{0}, a_{1}, b_{0,0}, b_{1,0}, b_{1,1}, \ldots, b_{j-1,2^{j-1}-1}\right]^{T}  \tag{11}\\
\Psi_{j-1}(x) & =\left[\phi_{0,0}, \phi_{0,1}, \psi_{0,0}, \psi_{1,0}, \psi_{1,1}, \ldots, \psi_{j-1,2^{j-1}-1}\right]^{T} . \tag{12}
\end{align*}
$$

The vector $C$ can be obtained by considering,

$$
\begin{equation*}
\Psi_{j-1}=\mathbf{G} \Phi_{j} \tag{13}
\end{equation*}
$$

where $\mathbf{G}$ is a $\left(2^{j}+1\right) \times\left(2^{j}+1\right)$ matrix, which can be determined as follows. Using the two scale relations and decomposition between polynomial scaling and wavelet functions represented in [14, pp. 100 ], we have

$$
\begin{equation*}
\Phi_{j-1}=\lambda_{j-1} \Phi_{j}, \quad \Psi_{j-1}=\mu_{j-1} \Phi_{j} \tag{14}
\end{equation*}
$$

where $\lambda_{j-1}$ is a $\left(2^{j-1}+1\right) \times\left(2^{j}+1\right)$ matrix and $\mu_{j-1}$ is a $\left(2^{j-1}\right) \times\left(2^{j}+1\right)$ matrix. Following [16] and by using Eqs. (13) and (14), we obtain

$$
\mathbf{G}=\left[\begin{array}{c}
\lambda_{0} \times \lambda_{1} \times \cdots \times \lambda_{j-1} \\
\mu_{0} \times \lambda_{1} \times \cdots \times \lambda_{j-1} \\
\vdots \\
\mu_{j-3} \times \mu_{j-2} \times \lambda_{j-1} \\
\mu_{j-2} \times \mu_{j-1} \\
\mu_{j-1}
\end{array}\right]
$$

By using Eqs. (13) and (7), we get

$$
L_{j} f(x)=U^{T} \Phi_{j}=U^{T} \mathbf{G}^{-1} \Psi_{j-1}
$$

so that we have $C^{T}=U^{T} \mathbf{G}^{-1}$.

Interpolation properties of polynomial scaling functions could help to obtaining the coefficients very fast, because it just needs to replacing the variable of function by the zeros of $\omega_{j}(x)$ and no need of integration. In the rest of the paper for simplicity and abbreviation we denote $\Phi_{j}(x)$ and $\Psi_{j-1}(x)$ by $\Phi(x)$ and $\Psi(x)$, respectively.

### 2.3 Operational Matrix of Derivative

Polynomial scaling functions operational matrix of derivative was derived in [15]. Here, we just list the theorem and a corollary as follows.
Theorem 1 The differentiation of vector $\Phi(x)$ in (9) can be expressed as:

$$
\begin{equation*}
\Phi^{\prime}(x)=D_{\phi} \Phi(x) \tag{15}
\end{equation*}
$$

where $D_{\phi}$ is $\left(2^{j}+1\right) \times\left(2^{j}+1\right)$ and the entries of operational matrix of derivative for polynomial scaling functions $D_{\phi}$ are:

$$
d_{k, l}=\left\{\begin{array}{lr}
\sum_{i=0, i \neq k}^{2^{j}} \frac{1}{x_{l}-x_{i}}, & \text { if } l=k \\
2^{2^{j}-j-1}(-1)^{k} \varepsilon_{j, k} \prod_{r=0, r \neq l, k}^{2^{j}}\left(x_{l}-x_{r}\right), & \text { if } l \neq k
\end{array}\right.
$$

Proof See [15].
Corollary 2 Using matrix $\mathbf{G}$ the operational matrix of derivative for polynomial wavelets can be represented as:

$$
\begin{equation*}
D_{\psi}=\mathbf{G}^{-1} D_{\phi} \mathbf{G} \tag{16}
\end{equation*}
$$

## 3 The Polynomial Wavelet Method (PWM)

In this section, we solve nonlinear partial differential equation (1) on a bounded domain. For this end, we use finite difference method for one variable to reduce these equations to a system of ordinary differential equations, then we solve this system and find the solution of the given Klein-Gordon equation at the points $t_{n}=n \delta t$ for $\delta t=\frac{T-0}{N}, n=0,1, \ldots, N$.

In order to perform temporal discretization, we discretize (1) according to the following $\theta$-weighted type scheme

$$
\begin{equation*}
\frac{u^{n+1}-2 u^{n}+u^{n-1}}{(\delta t)^{2}}+\theta\left(\alpha u_{x x}^{n+1}+\beta u^{n+1}\right)+(1-\theta)\left(\alpha u_{x x}^{n}+\beta u^{n}\right)+\gamma\left(u^{n}\right)^{k}=f\left(x, t_{n}\right), \tag{17}
\end{equation*}
$$

where $\delta t$ is the time step size and $u^{n+1}$ is used to show $u(x, t+\delta t)$. By choosing $\theta=\frac{1}{2}$ (Crank-Nicolson scheme) and rearranging Eq. (17) we obtain

$$
\begin{align*}
u^{n+1}+\frac{\beta(\delta t)^{2}}{2} u^{n+1}+\frac{\alpha(\delta t)^{2}}{2} u_{x x}^{n+1}= & \left(2-\frac{\beta(\delta t)^{2}}{2}\right) u^{n}-\frac{\alpha(\delta t)^{2}}{2} u_{x x}^{n} \\
& -\gamma(\delta t)^{2}\left(u^{n}\right)^{k}-u^{n-1}+(\delta t)^{2} f\left(x, t_{n}\right) \tag{18}
\end{align*}
$$

Using Eq. (7), the approximate solution for $u^{n}(x)$ via scaling functions is represented by formula

$$
\begin{equation*}
L_{j} u^{n}(x)=\mathbf{U}_{n}^{T} \Phi(x) \tag{19}
\end{equation*}
$$

where vectors $\mathbf{U}_{n}$ and $\Phi(x)$ are defined as (8) and (9) respectively.
For the derivatives of $u^{n}(x)$ by using (15) we can write the following relations,

$$
\begin{align*}
L_{j} u_{x}^{n}(x) & =\mathbf{U}_{n}^{T} \Phi^{\prime}(x)=\mathbf{U}_{n}^{T} D_{\phi} \Phi(x)  \tag{20}\\
L_{j} u_{x x}^{n}(x) & =\mathbf{U}_{n}^{T} \Phi^{\prime \prime}(x)=\mathbf{U}_{n}^{T} D_{\phi}^{2} \Phi(x) \tag{21}
\end{align*}
$$

Replacing Eqs. (19) and (21) in Eq. (18) we obtain

$$
\begin{align*}
& \mathbf{U}_{n+1}^{T} \Phi(x)+\frac{\beta(\delta t)^{2}}{2} \mathbf{U}_{n+1}^{T} \Phi(x)+\frac{\alpha(\delta t)^{2}}{2} \mathbf{U}_{n+1}^{T} D_{\phi}^{2} \Phi(x) \\
= & \left(2-\frac{\beta(\delta t)^{2}}{2}\right) \mathbf{U}_{n}^{T} \Phi(x)-\frac{\alpha(\delta t)^{2}}{2} \mathbf{U}_{n}^{T} D_{\phi}^{2} \Phi(x)-\gamma(\delta t)^{2}\left(\mathbf{U}_{n}^{T} \Phi(x)\right)^{k}  \tag{22}\\
& -\mathbf{U}_{n-1}^{T} \Phi(x)+(\delta t)^{2} f\left(x, t_{n}\right) .
\end{align*}
$$

Substituting Eq. (13) into Eq. (22), we change current base to the polynomial wavelets bases

$$
\begin{align*}
& \mathbf{U}_{n+1}\left[I+\frac{\beta(\delta t)^{2}}{2} I+\frac{\alpha(\delta t)^{2}}{2} D_{\phi}^{2}\right] \mathbf{G}^{-1} \Psi(x) \\
= & \left(2-\frac{\beta(\delta t)^{2}}{2}\right) \mathbf{U}_{n}^{T} \mathbf{G}^{-1} \Psi(x)-\frac{\alpha(\delta t)^{2}}{2} \mathbf{U}_{n}^{T} D_{\phi}^{2} \mathbf{G}^{-1} \Psi(x)  \tag{23}\\
& -\gamma(\delta t)^{2}\left(\mathbf{U}_{n}^{T} \mathbf{G}^{-1} \Psi(x)\right)^{k}-\mathbf{U}_{n-1}^{T} \mathbf{G}^{-1} \Psi(x)+(\delta t)^{2} f\left(x, t_{n}\right) .
\end{align*}
$$

By collocating Eq. (23) in the points $x_{k}=\cos \left(\frac{k \pi}{2^{j}}\right), k=0,1, \ldots, 2^{j}$, we get,

$$
\begin{align*}
& \mathbf{U}_{n+1}\left[I+\frac{\beta(\delta t)^{2}}{2} I+\frac{\alpha(\delta t)^{2}}{2} D_{\phi}^{2}\right] \mathbf{G}^{-1} \Psi\left(x_{k}\right) \\
= & \left(2-\frac{\beta(\delta t)^{2}}{2}\right) \mathbf{U}_{n}^{T} \mathbf{G}^{-1} \Psi\left(x_{k}\right)-\frac{\alpha(\delta t)^{2}}{2} \mathbf{U}_{n}^{T} D_{\phi}^{2} \mathbf{G}^{-1} \Psi\left(x_{k}\right)  \tag{24}\\
& -\gamma(\delta t)^{2}\left(\mathbf{U}_{n}^{T} \mathbf{G}^{-1} \Psi\left(x_{k}\right)\right)^{k}-\mathbf{U}_{n-1}^{T} \mathbf{G}^{-1} \Psi\left(x_{k}\right)+(\delta t)^{2} f\left(x_{k}, t_{n}\right),
\end{align*}
$$

which represents a system of $\left(2^{j}+1\right) \times\left(2^{j}+1\right)$ equations.
Using Eq. (19) in (3) we have

$$
\begin{align*}
\mathbf{U}_{n+1}^{T} \mathbf{G}^{-1} \Psi(-1) & =h\left(-1, t_{n+1}\right)  \tag{25}\\
\mathbf{U}_{n+1}^{T} \mathbf{G}^{-1} \Psi(1) & =h\left(1, t_{n+1}\right) \tag{26}
\end{align*}
$$

Because the rank of matrix $D_{\phi}$ is $2^{j}$ and the rank of $D_{\phi}^{2}$ is $2^{j}-1$ we replace Eqs. (25)-(26) instead of first and last equations of the system (24), so we finally obtain a following matrix form of equations,

$$
\begin{equation*}
\mathscr{A}_{n} \mathbf{U}_{n+1}=\mathscr{B}_{n}, \quad n=1,2, \ldots \tag{27}
\end{equation*}
$$

where $\mathscr{A}_{n}$ is a matrix with dimension $\left(2^{j}+1\right) \times\left(2^{j}+1\right)$ as,

$$
\mathscr{A}_{n}=\left[\begin{array}{c}
\Psi^{T}(-1)\left(\mathbf{G}^{-1}\right)^{T} \\
\Psi^{T}\left(x_{1}\right)\left(\mathbf{G}^{-1}\right)^{T}\left[I+\frac{\beta(\delta t)^{2}}{2} I+\frac{\alpha(\delta t)^{2}}{2} D_{\phi}^{2}\right]^{T} \\
\vdots \\
\Psi^{T}\left(x_{2 j-1}\right)\left(\mathbf{G}^{-1}\right)^{T}\left[I+\frac{\beta(\delta t)^{2}}{2} I+\frac{\alpha(\delta t)^{2}}{2} D_{\phi}^{2}\right]^{T} \\
\Psi^{T}(1)\left(\mathbf{G}^{-1}\right)^{T}
\end{array}\right]
$$

and

$$
\mathscr{B}_{n}=\left[\begin{array}{c}
h\left(-1, t_{n+1}\right) \\
\Gamma_{1} \\
\vdots \\
\Gamma_{2^{j}-1} \\
h\left(1, t_{n+1}\right)
\end{array}\right]
$$

with

$$
\begin{gathered}
\Gamma_{i}=\left(2-\frac{\beta(\delta t)^{2}}{2}\right) \mathbf{U}_{n}^{T} \mathbf{G}^{-1} \Psi\left(x_{i}\right)-\frac{\alpha(\delta t)^{2}}{2} \mathbf{U}_{n}^{T} D_{\phi}^{2} \mathbf{G}^{-1} \Psi\left(x_{i}\right)-\gamma(\delta t)^{2}\left(\mathbf{U}_{n}^{T} \mathbf{G}^{-1} \Psi\left(x_{i}\right)\right)^{k} \\
-\mathbf{U}_{n-1}^{T} \mathbf{G}^{-1} \Psi\left(x_{i}\right)+(\delta t)^{2} f\left(x_{i}, t_{n}\right), \quad i=1, \ldots, 2^{j}-1
\end{gathered}
$$

Using the first initial condition of Eq. (2), we have

$$
\begin{equation*}
\mathbf{U}_{0}^{T} \mathbf{G}^{-1} \Psi(x)=g_{1}(x) \tag{28}
\end{equation*}
$$

By using the second initial condition of Eq. (2), one can get

$$
\begin{equation*}
\frac{u^{1}(x)-u^{-1}(x)}{2(\delta t)^{2}}=g_{2}(x), \quad x \in \Omega \tag{29}
\end{equation*}
$$

Equation (29) can be rewritten as

$$
\begin{equation*}
\mathbf{U}_{-1}^{T} \mathbf{G}^{-1} \Psi(x)=\mathbf{U}_{1}^{T} \mathbf{G}^{-1} \Psi(x)-2(\delta t)^{2} g_{2}(x) \tag{30}
\end{equation*}
$$

Equation (27) using Eqs. (28) and (30) as the starting points, gives the system of equations with $2^{j}+1$ unknowns and equations, which can be solved to find $\mathbf{U}_{n+1}$ in any step $n=1,2, \ldots$. So the unknown functions $u\left(x, t_{n}\right)$ in any time $t=t_{n}, n=$ $0,1,2, \ldots$ can be found.

## 4 Error Bounds

Here we give the error analysis of the method presented in the previous section for the Nonlinear Klein-Gordon equation. Suppose that $B V$ be the set of real valued functions $\mathscr{P}: \mathbb{R} \longrightarrow \mathbb{R}$ with bounded variation on $[-1,1]$. The value $V(\mathscr{P}(x))$ is defined as total variation of $\mathscr{P}(x)$ on [ -11 ]. Let for the given weight function $w(x)=\frac{1}{\sqrt{1-x^{2}}}$, and for $2 \leq p<\infty$, we define

$$
\|\mathscr{P}\|_{p}:=\left(\int_{-1}^{1}|\mathscr{P}(x)|^{p} w(x) d x\right)^{\frac{1}{p}}
$$

Here we need to recall two corollaries from [17].
Corollary 3 Let $p \geq 2, \mathscr{P}^{(s)} \in B V$ and $0 \leq s \leq 2^{j}$ then,

$$
\begin{equation*}
\left\|\mathscr{P}-L_{j} \mathscr{P}\right\|_{p} \leq \xi 2^{-j(s+1 / p)} V\left(\mathscr{P}^{(s)}\right) \tag{31}
\end{equation*}
$$

Corollary 4 Let $p \geq 2,0 \leq l \leq s$ and $\mathscr{P}^{(s)} \in B V$, then for the interpolatory polynomial based on the zeros of the Jacobi polynomial we have,

$$
\begin{equation*}
\left\|\left(\mathscr{P}-L_{j} \mathscr{P}\right)^{(l)}\right\|_{p} \leq \xi 2^{-j(s+1 / p-\max \{l, 2 l-1 / p\})} V\left(\mathscr{P}^{(s)}\right) . \tag{32}
\end{equation*}
$$

In the above corollaries $\xi$ is constant depends on $s$.
We consider Eq. (18) as an operator equation in the form

$$
\begin{equation*}
\mathscr{H} u^{n+1}=\left(\left(1+\frac{\beta(\delta t)^{2}}{2}\right) \mathscr{I}+\frac{\alpha(\delta t)^{2}}{2} \mathscr{D}\right) u^{n+1}=F \tag{33}
\end{equation*}
$$

where $\mathscr{I}$ is an identity operator and

$$
\begin{gathered}
\mathscr{D}=\frac{d^{2}}{d x^{2}} \\
F=\left(2-\frac{\beta(\delta t)^{2}}{2}\right) u^{n}-\frac{\alpha(\delta t)^{2}}{2} u_{x x}^{n}-\gamma(\delta t)^{2}\left(u^{n}\right)^{k}-u^{n-1}+(\delta t)^{2} f\left(x, t_{n}\right)
\end{gathered}
$$

For the operator equation (33) the approximate equation is

$$
\begin{equation*}
L_{j}(\mathscr{H}) u_{j}^{n+1}=L_{j}\left(\left(1+\frac{\beta(\delta t)^{2}}{2}\right) \mathscr{I}+\frac{\alpha(\delta t)^{2}}{2} \mathscr{D}\right) u_{j}^{n+1}=F_{j} \tag{34}
\end{equation*}
$$

System (34) may be solved numerically to yield an approximate solution equation (1) at each level of time given by the expression $u_{j}^{n+1}=\mathbf{U}_{n+1}^{T} \Phi(x)$. Next Lemma will give the approximation results of the differential operator, and then the total error bound for $\left\|E_{j}^{n+1}\right\|_{p}=\left\|u^{n+1}-u_{j}^{n+1}\right\|_{p}$ will be presented.

Lemma 5 If $\left(u^{n+1}\right)^{(s)} \in B V, s \geq 0$ then for the operator $\mathscr{D}$ we have

$$
\begin{equation*}
\left\|\mathscr{D} u^{n+1}-L_{j} \mathscr{D} u^{n+1}\right\|_{p} \leq C_{1} 2^{-j(s+2 / p-4)}\left\|V\left(\left(u^{n+1}\right)^{(s)}\right)\right\|_{p} \tag{35}
\end{equation*}
$$

Proof Using (32) by considering $l=2$ we have

$$
\begin{gathered}
\left\|\mathscr{D} u^{n+1}-L_{j} \mathscr{D} u^{n+1}\right\|_{p} \leq\left\|u_{x x}^{n+1}-L_{j} u_{x x}^{n+1}\right\|_{p} \\
\leq\left\|\left(u^{n+1}-L_{j} u^{n+1}\right)_{x x}\right\|_{p} \\
\leq C_{1} 2^{-j(s+2 / p-4)} V\left(\left(u^{n+1}\right)^{(s)}\right)
\end{gathered}
$$

Theorem 6 If $u^{n+1}$ and $u_{j}^{n+1}$ be the exact and approximate solution of (1) at each level of timen +1 respectively, also assume that the operator $\mathscr{H}=\left(1+\frac{\beta(\delta t)^{2}}{2}\right) \mathscr{I}+$ $\frac{\alpha(\delta t)^{2}}{2} \mathscr{D}$ has bounded inverse and $\left(u^{n+1}\right)^{(s)}, F^{(s)} \in B V, s \geq 0$, then

$$
\left\|E_{j}^{n+1}\right\|_{p} \leq C \zeta\left\|\left(L_{j} \mathscr{H}\right)^{-1}\right\|_{p} 2^{-j(s+2 / p-4)}
$$

where

$$
\zeta=\max \left\{V\left(\left(u^{n+1}\right)^{(s)}\right), V\left(F^{(s)}\right)\right\}
$$

so for $s \geq 4$ we ensure the convergence when $j$ goes to the infinity.
Proof Subtracting Eq. (34) form (1) yields

$$
-L_{j} \mathscr{H}\left(u^{n+1}-u_{j}^{n+1}\right)=\left(\mathscr{H}-L_{j} \mathscr{H}\right) u^{n+1}-\left(F-F_{j}\right),
$$

provided that $\mathscr{H}^{-1}$ exists and bounded, we obtain the error bound

$$
\begin{equation*}
\left\|E_{j}^{n+1}\right\|_{p}=\left\|\left(L_{j} \mathscr{H}\right)^{-1}\right\|_{p}\left\|\left(\mathscr{H}-L_{j} \mathscr{H}\right) u^{n+1}-\left(F-F_{j}\right)\right\|_{p} \tag{36}
\end{equation*}
$$

where $\left\|\left(L_{j} \mathscr{H}\right)^{-1}\right\|_{p}=\left\|\left(\left(1+\frac{\beta(\delta t)^{2}}{2}\right) I+\frac{\alpha(\delta t)^{2}}{2} D_{\phi}^{2}\right)^{-1}\right\|_{p}$.
Furthermore, by using Lemma 5 and relation (31), we have

$$
\begin{align*}
\left\|\left(\mathscr{H}-L_{j} \mathscr{H}\right) u^{n+1}\right\|_{p} \leq & \left|1+\frac{\beta(\delta t)^{2}}{2}\right|\left\|\left(\mathscr{I}-L_{j} \mathscr{I}\right) u^{n+1}\right\|_{p}  \tag{37}\\
& +\left|\frac{\alpha(\delta t)^{2}}{2}\right|\left\|\left(\mathscr{D}-L_{j} \mathscr{D}\right) u^{n+1}\right\|_{p}  \tag{38}\\
\leq & C_{1}\left|\frac{\alpha(\delta t)^{2}}{2}\right| 2^{-j(s+2 / p-4)} V\left(\left(u^{n+1}\right)^{(s)}\right)  \tag{39}\\
& +C_{2}\left|1+\frac{\beta(\delta t)^{2}}{2}\right| 2^{-j(s+1 / p)} V\left(\left(u^{n+1}\right)^{(s)}\right) \tag{40}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|F-F_{j}\right\|_{p} \leq C_{3} 2^{-j(s+1 / p)} V\left(F^{(s)}\right) \tag{41}
\end{equation*}
$$

Substituting Eqs. (40)-(41) in (36), we have

$$
\begin{aligned}
\left\|u^{n+1}-u_{j}^{n+1}\right\|_{p} \leq & \left\|\left(L_{j} \mathscr{H}\right)^{-1}\right\|_{p}\left[C_{1}\left|\frac{\alpha(\delta t)^{2}}{2}\right| 2^{-j(s+2 / p-4)} V\left(\left(u^{n+1}\right)^{(s)}\right)\right. \\
& \left.+C_{2}\left|1+\frac{\beta(\delta t)^{2}}{2}\right| 2^{-j(s+1 / p)} V\left(\left(u^{n+1}\right)^{(s)}\right)+C_{3} 2^{-j(s+1 / p)} V\left(F^{(s)}\right)\right] .
\end{aligned}
$$

By choosing $C=\max \left\{C_{1}\left|\frac{\alpha(\delta t)^{2}}{2}\right|, C_{2}\left|1+\frac{\beta(\delta t)^{2}}{2}\right|, C_{3}\right\}$ finally we can obtain

$$
\left\|u^{n+1}-u_{j}^{n+1}\right\|_{p} \leq C \zeta\left\|\left(L_{j} \mathscr{H}\right)^{-1}\right\|_{p} 2^{-j(s+2 / p-4)}
$$

Remark 7 We know that the order of accuracy for the Crank-Nicolson method is $O\left(\delta t^{2}\right)$. Therefore total error bound can be represented as

$$
\left\|u-u_{j}^{n+1}\right\|_{p} \leq C \zeta\left\|\left(L_{j} \mathscr{H}\right)^{-1}\right\|_{p} 2^{-j(s+2 / p-4)}+O\left(\delta t^{2}\right)
$$

## 5 Numerical Examples

In this section, we give some computational results of numerical experiments with method based on applying the technique discussed in Sect. 3 to find numerical solution of nonlinear Klein-Gordon equation and compare our results with exact solutions
and those already available in literature [7, 12]. In order to test the accuracy of the presented method we use the error norms $L_{2}, L_{\infty}$ and Root-Mean-Square (RMS) through the examples. The numerical computations have been done by the software Matlab.

Example 8 As the first test problem, we consider the nonlinear Klein-Gordon equation (1) with quadratic nonlinearity as

$$
\frac{\partial^{2} u}{\partial t^{2}}(x, t)+\alpha \frac{\partial^{2} u}{\partial x^{2}}(x, t)+\beta u(x, t)+\gamma u^{2}(x, t)=-x \cos (t)+x^{2} \cos ^{2}(t)
$$

The provided parameters are $\alpha=-1, \beta=0$ and $\gamma=1$ in the interval $[-1,1]$ and the initial conditions are given by

$$
\begin{cases}u(x, 0)=x, & x \in[-1,1] \\ u_{t}(x, 0)=0, & x \in[-1,1]\end{cases}
$$

with the Dirichlet boundary condition

$$
u(x, t)=h(x, t)
$$

The analytical solution is given in [7] as $u(x, t)=x \cos (t)$. The prescribed Dirichlet boundary function $h(x, t)$ can be extracted from the exact solution. The $L_{2}, L_{\infty}$ and RMS errors by applying method discussed in Sect. 3 for $j=3$, in different times and $\delta t=0.0001$ are presented in Table 1 and compared with the RBFs method proposed in [7]. As it can be shown from Table 1, our method (PWM) is more accurate than RBFs method while PWM uses much less number of grid points ( 9 grid points) in comparison with RBFs which uses 100 grid points. Figure 1, shows the graph of errors in the computed solution and approximate solution for $\delta t=0.0001$ and $j=3$. The graph of errors in the computed solution for different values of time and $\delta t=0.0001, j=3$ are plotted in Fig. 2.

Table $1 L_{2}, L_{\infty}$ and RMS errors for $j=3$ and $\delta t=0.0001$ compared with [7], Example 1

| $t$ | $L_{\infty}$-error |  | $L_{2}$-error |  | RMS-error |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | PWM (9) | RBFs (100) | PWM (9) | RBFs (100) | PWM (9) | RBFs (100) |
| 1.0 | $4.12 \times 10^{-9}$ | $1.25 \times 10^{-5}$ | $1.27 \times 10^{-8}$ | $6.54 \times 10^{-5}$ | $4.23 \times 10^{-9}$ | $6.50 \times 10^{-6}$ |
| 3.0 | $7.81 \times 10^{-9}$ | $1.55 \times 10^{-5}$ | $2.50 \times 10^{-8}$ | $1.17 \times 10^{-4}$ | $8.34 \times 10^{-9}$ | $1.16 \times 10^{-5}$ |
| 5.0 | $2.91 \times 10^{-9}$ | $3.37 \times 10^{-5}$ | $6.55 \times 10^{-9}$ | $2.20 \times 10^{-4}$ | $2.18 \times 10^{-9}$ | $2.19 \times 10^{-5}$ |
| 7.0 | $7.47 \times 10^{-9}$ | $3.77 \times 10^{-5}$ | $2.25 \times 10^{-8}$ | $2.58 \times 10^{-4}$ | $7.53 \times 10^{-9}$ | $2.57 \times 10^{-5}$ |
| 10 | $2.28 \times 10^{-9}$ | $1.30 \times 10^{-5}$ | $4.99 \times 10^{-9}$ | $7.98 \times 10^{-5}$ | $1.66 \times 10^{-9}$ | $7.94 \times 10^{-6}$ |



Fig. 1 Plot of errors (left) and approximate solution (right) with $\delta t=0.0001, j=3$, example 1

Fig. 2 Errors graph for Example 1, with $j=3$, $\delta t=0.0001$ and different times


Example 9 This illustrated example presents the nonlinear Klein-Gordon equation (1) and cubic nonlinearity as

$$
\begin{aligned}
& \frac{\partial^{2} u}{\partial t^{2}}(x, t)+\alpha \frac{\partial^{2} u}{\partial x^{2}}(x, t)+\beta u(x, t)+\gamma u^{3}(x, t) \\
= & \left(x^{2}-2\right) \cosh (x+t)-4 x \sinh (x+t)+x^{6} \cosh ^{3}(x+t) .
\end{aligned}
$$

The provided parameters are $\alpha=-1, \beta=1$ and $\gamma=1$ in the interval $[-1,1]$ with the initial conditions are given by

$$
\begin{cases}u(x, 0)=x^{2} \cosh (x+t), & x \in[-1,1], \\ u_{t}(x, 0)=x^{2} \sinh (x+t), & x \in[-1,1],\end{cases}
$$

Table $2 L_{2}, L_{\infty}$ and RMS errors for $j=3$ and $\delta t=0.0001$ compared with [12], Example 2

| $t$ | $L_{\infty}$-error |  | $L_{2}$-error |  | RMS-error |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | PWM (9) | LWSCM <br> $(24)$ | PWM (9) | LWSCM <br> $(24)$ | PWM (9) | LWSCM <br> $(24)$ |
| 1.0 | $6.38 \times 10^{-5}$ | $9.45 \times 10^{-5}$ | $1.47 \times 10^{-4}$ | $1.79 \times 10^{-4}$ | $4.90 \times 10^{-5}$ | $3.66 \times 10^{-5}$ |
| 2.0 | $1.19 \times 10^{-4}$ | $9.79 \times 10^{-4}$ | $3.55 \times 10^{-4}$ | $2.06 \times 10^{-3}$ | $1.18 \times 10^{-4}$ | $4.22 \times 10^{-4}$ |
| 3.0 | $1.52 \times 10^{-4}$ | $3.97 \times 10^{-3}$ | $3.91 \times 10^{-4}$ | $7.91 \times 10^{-3}$ | $1.30 \times 10^{-4}$ | $1.61 \times 10^{-3}$ |
| 4.0 | $2.20 \times 10^{-4}$ | $1.29 \times 10^{-2}$ | $4.34 \times 10^{-4}$ | $2.44 \times 10^{-2}$ | $1.44 \times 10^{-4}$ | $4.98 \times 10^{-3}$ |
| 5.0 | $3.40 \times 10^{-4}$ | $3.72 \times 10^{-2}$ | $4.49 \times 10^{-4}$ | $6.99 \times 10^{-2}$ | $2.16 \times 10^{-4}$ | $1.42 \times 10^{-2}$ |

Fig. 3 Errors graph for Example 2, with $j=3$, $\delta t=0.0001$ and different times

with the Dirichlet boundary condition

$$
u(x, t)=h(x, t)
$$

The analytical solution is given in $[7,12]$ as $u(x, t)=x^{2} \cosh (x+t)$. We extract the boundary function $h(x, t)$ from the exact solution. The $L_{2}, L_{\infty}$ and RMS errors by applying method discussed in Sect. 3 for $j=3$, in different times and $\delta t=0.0001$ are presented in Table 2 and compared with the Legendre wavelets spectral collocation method (LWSCM) [12]. As it can be seen from Table 2, our method is accurate than LWSCM while PWM uses 9 number of Polynomial wavelet basis functions in comparison with LWSCM which uses 24 number of Legendre wavelet basis. On the other hand, the accuracy of our results remains consistent when the time increases, which is the advantage of using PWM, but in the case of LWSCM the accuracy decreases fastly. Figure 3, shows the graph of errors in the computed solution for


Fig. 4 Plot of errors (left) and approximate solution (right) with $\delta t=0.0001, j=3$, example 2
different values of time and $\delta t=0.0001, j=3$. The graph of errors in the computed solution and approximate solution for $\delta t=0.0001$ and $j=3$ are plotted in Fig. 4 .

## 6 Conclusion

A numerical method was employed successfully for the Nonlinear Klein-Gordon equation. This approach is based on the Crank-Nicolson method for temporal discretization and the Wavelet-Collocation method in the spatial direction. After temporal discretization, the operational matrix of derivative along with a collocation method, is used to reduce the considered problem to the corresponding systems of algebraic equations at each time steps. One of the advantages of using polynomial wavelets is that the effort required to implement the method is very low, while the accuracy is high. The convergence analysis is developed. The method is computationally attractive and applications are demonstrated through illustrative examples.
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# A New Approach in Determining Lot Size in Supply Chain Using Game Theory 

Maryam Esmaeili


#### Abstract

Several seller-buyer supply chain models are suggested which emphasis simultaneously on production and market demand. In these models lot size is obtained based on different approaches. In this paper we present a novel approach to determine lot size in a seller-buyer supply chain. There is an interaction between the seller and the buyer, since the seller prefers large production lot sizes and the buyer likes small ones. Therefore for determining lot size, the seller and buyer's power is illustrated in the models. We consider two strategies for each situation (Seller-Stackelberg, BuyerStackelberg) whether the seller or the buyer as a leader, has more power. The leader can justify or enforce the strategy about the lot size to the follower, or let the follower determine their own lot size. Based on our findings we propose the optimal strategies for each situation. Each strategy's result will be compared by numerical examples presented. In addition, sensitivity analysis of some key parameters in the models and further research are presented.


## 1 Introduction

Seller-buyer supply chain models concern production and market demand decisions simultaneously [7, 17, 18]. The optimal solution of models are obtained by maximizing their profit under cooperative or non-cooperative seller and buyer's relation. In these models, the term retailer has been used correspond to the buyer. Similarly, the words manufacturer, vendor and supplier have been used interchangeably correspond to the seller. In this paper, words of the seller and the buyer have also been used according to the mentioned classification. The seller-buyer models can be observed from different views: certain or uncertain market demand and various coordination. We briefly summarize these models in order to compare the model with the new approach.

[^14]Market demand plays an essential role in the seller and buyer's profit. In other words, if the structure of demand is changed the seller and buyer's optimal policy under constant, variable, stochastic or uncertain demand will also change. Chan and Kingsman [2], van den Heuvel et al. [16], Dai and Qi [15] present the sellerbuyer models with a constant demand. The optimal order (production) cycles and lot size(order quantity) are determined by maximizing the whole supply chain profit in a cooperative structure. However, Yue et al. [20], Sajadieh and Jokar [13] consider some factors such as price or marketing expenditure which influence on market demand in their models. On the other hand, certain demand is avoided in some research. The optimal selling price and lot size are obtained in the models under market demand uncertainty [19].

Moreover, various types of coordination have been discussed in the literature on supply chain [10]. For instance sharing advertising cost is investigated in a supply chain includes a manufacturer and a retailer [14]. The demand is influenced by price and advertisement. Their model is developed by Giri and Sharma [8] with competing the retailers. The centralized and decentralized supply channel are considered by choosing different pricing strategies in the presence of consumers' referenceprice effects [21]. However the multiple manufacturers and a common retailer are considered in a supply chain facing uncertain demand [9].

By reviewing recent publishes, the papers have covered all or some drawbacks of previous works. For example, Yugang et al. [18], introduce models in which the demand is a function of both price and marketing; also, not to assume that lot size is the same as the demand. However, the main question in the supply chain is who determines the lot size or order quantity which has been ignored by previous models. The optimal lot size in these models is determined based on their assumption which specifies who determines the lot size for the whole supply chain, the seller or the buyer, regardless to their power. Therefore, one of the participants determines the lot size while the other one has market power, which doesn't make sense. While the seller prefers large production lot sizes, the buyer likes small ones [11]. In this paper, we apply a novel approach to determine lot size in the seller-buyer model based on the seller or buyer's power. The seller as a manufacturer produces a product and wholesales it to the buyer, who then retails the product to the end consumer. The production rate of the seller is assumed to be linearly related to the market demand rate and demand is sensitive to selling price and marketing expenditure both charged by the buyer. The lot size is determined by either seller or the buyer based on their power. We consider two situations, when the seller dominates the buyer(Seller-Stackelberg), and also when the power has shifted from the seller to the buyer(Buyer-Stackelberg). In the Seller-Stackelberg(Buyer-Stackelberg) model, the seller(buyer) faces two strategies, either determines the lot size for the whole supply chain or lets the buyer(seller) determine their own lot size. The optimal solution of each strategy is obtained and it is shown that in each situation, which strategy for the seller and buyer is the best decision. Numerical examples presented in this paper, including sensitivity analysis of some key parameters, will compare the results between the models considered.

The remainder of this paper is organized as follows. The notation and assumptions are given in Sect. 2. In Sect.3, the new approach in the seller and buyer's model is presented and compared all situations via optimal solution. In Sect.4, some computational results, including a number of numerical examples and their sensitivity analysis that compares the results between different models are presented. Finally, the paper concludes in Sect. 5 with some suggestions for future work.

## 2 Notation and Problem Formulation

This section introduces the notation and formulation used in this paper.

- Decision variables
$\mathscr{V}$ The price charged by the seller to the buyer (\$/unit)
$Q_{b}$ Lot size (units) determined by the buyer
$Q_{s}$ Lot size (units) determined by the seller
$P$ Selling price charged by the buyer (\$/unit)
$M$ Marketing expenditure incurred by the buyer (\$/unit)
- Input parameters
$k$ Scaling constant for demand function $(k>0)$
$u$ Scaling constant for production function $(u \geq 1)$
$i$ Percent inventory holding cost per unit per year
$\alpha$ Price elasticity of demand function ( $\alpha>1$ )
$\beta$ Marketing expenditure elasticity of demand $(0<\beta<1, \beta+1<\alpha)$
$A_{b}$ Buyer's ordering cost (\$/order)
$A_{s}$ Seller's setup (ordering cost) (\$/setup)
$d$ Market demand rate (\$units/day)
$r$ Seller's production rate (\$units/day)
$C_{s}$ Seller's production cost including purchasing cost (\$/unit)
$D(P, M)$ Annual demand; for notational simplicity we let $D \equiv D(P, M)$
The demand is assumed to be a function of $P$ and $M$ as follows:

$$
\begin{equation*}
D(P, M)=k P^{-\alpha} M^{\beta} . \tag{1}
\end{equation*}
$$

- Assumptions

The proposed models are based on the following assumptions:

1. Planning horizon is infinite.
2. Parameters are deterministic and known in advance.
3. The annual demand depends on the selling price and marketing expenditure according to (1) (see [4]).
4. Shortages are not permitted.

## 3 Stackelberg Games by Considering Different Lot Sizing Approaches

In the literature, the relationships between the seller and buyer are modeled in the supply chain, by Stackelberg games where the seller and buyer take turn as a leader and follower [6]. In the previous models, the lot size is determined based on the assumption which specifies whether the seller or the buyer determines lot size. Therefore, the follower determines the lot size for the whole supply chain while the leader has market power. This doesn't make sense. In this section, we consider different approaches in seller-buyer models: first we consider the seller as the leader (Seller-Stackelberg). Regarding to the seller's role, the seller can justify or enforce the strategy about the lot size to the follower (the buyer), or let the follower determine their own lot size. We also consider the same role for the buyer when the buyer is a leader and the seller is a follower (Buyer-Stackelberg). The optimal policy of seller and buyer is obtained in each strategy in sequence as follows:

### 3.1 Seller-Stackelberg

The Seller-Stackelberg model has the seller as leader and the buyer as follower is widely reported in the literature as the conventional form [1, 3]. Therefore the seller can enforce the optimal lot size to the buyer, or can let the buyer determine their own lot size. We illustrate each strategy in order as follows:

### 3.1. Optimal Policy of Seller and Buyer Under Seller's Lot Size

Regarding the seller's power, for a given $Q_{s}=Q$ and $\mathscr{V}$ of the seller, according to the following model, the buyer obtains the best marketing expenditure $M^{*}$ and selling price $P^{*}$, Eqs. (4) and (5) [4]:

$$
\begin{align*}
\Pi_{b}(P, M)= & P D-\mathscr{V} D-M D-A_{b} \frac{D}{Q}-0.5 i \mathscr{V} Q \\
= & k P^{-\alpha+1} M^{\beta}-k \mathscr{V} P^{-\alpha} M^{\beta}-k P^{-\alpha} M^{\beta+1}  \tag{2}\\
& -A_{b} k P^{-\alpha} M^{\beta} Q^{-1}-0.5 i \mathscr{V} Q
\end{align*}
$$

Then, the seller maximizes her profit $\Pi_{s_{1}}(\mathscr{V}, Q)$ based on the obtained $P^{*}$ and $M^{*}$ from the buyer's model. Thus, the problem reduces to

$$
\begin{equation*}
M a x \Pi_{s_{1}}(\mathscr{V}, Q)=\mathscr{V} D-C_{s} D-A_{s} \frac{D}{Q}-0.5 i C_{s} Q u^{-1} \tag{3}
\end{equation*}
$$

$$
\begin{align*}
\text { subject to } \quad P^{*} & =\frac{\alpha\left(\mathscr{V}+A_{b} Q^{-1}\right)}{(\alpha-\beta-1)}  \tag{4}\\
M^{*} & =\frac{\beta\left(\mathscr{V}+A_{b} Q^{-1}\right)}{(\alpha-\beta-1)} \quad \beta+1<\alpha . \tag{5}
\end{align*}
$$

Substituting the constraints into the objective function, the problem transforms into an unconstrained nonlinear function of two variables $\mathscr{V}$ and $Q$, where the optimal solution can be found using a grid search.

### 3.1.2 Optimal Policy of Seller and Buyer Under Seller's Lot Size and Buyer's Lot Size

For a given $\mathscr{V}$ of the seller, according to the following model, the buyer obtains the best marketing expenditure $M^{*}$, selling price $P^{*}$ and the buyer's lot size $Q_{b}^{*}$, Eqs. (8)-(11) [5].

$$
\begin{align*}
\Pi_{b}\left(P, M, Q_{b}\right)= & P D-\mathscr{V} D-M D-A_{b} \frac{D}{Q_{b}}-0.5 i \mathscr{V} Q_{b}, \\
= & k P^{-\alpha+1} M^{\beta}-k \mathscr{V} P^{-\alpha} M^{\beta}-k P^{-\alpha} M^{\beta+1}  \tag{6}\\
& -A_{b} k P^{-\alpha} M^{\beta} Q_{b}^{-1}-0.5 i \mathscr{V} Q_{b} .
\end{align*}
$$

The seller then maximizes their profit $\Pi_{s_{2}}(\mathscr{V}, Q) ; Q=Q_{s}$ based on the pair $P^{*}$, $M^{*}$ and $Q_{b}^{*}$. Thus, the problem reduces to

$$
\begin{align*}
\operatorname{Max} \Pi_{s_{2}}(\mathscr{V}, Q) & =\mathscr{V} D-C_{s} D-A_{s} \frac{D}{Q}-0.5 i C_{s} Q u^{-1},  \tag{7}\\
\text { subject to } P^{*} & =\frac{\alpha\left(\mathscr{V}+A_{b} Q_{b}^{-1}\right)}{(\alpha-\beta-1)},  \tag{8}\\
M^{*} & =\frac{\beta\left(\mathscr{V}+A_{b} Q_{b}^{-1}\right)}{(\alpha-\beta-1)} \quad \beta+1<\alpha,  \tag{9}\\
Q_{b}^{2}\left(\mathscr{V}+A_{b} Q_{b}^{-1}\right)^{\alpha-\beta} & =\frac{2 k A_{b}(\alpha-\beta-1)^{\alpha-\beta} \beta^{\beta}}{i \mathscr{V} \alpha^{\alpha}},  \tag{10}\\
Q_{b} & \left.>\frac{A_{b}\left(\frac{\alpha-\beta-2}{\mathscr{V}}\right) .}{2}\right) . \tag{11}
\end{align*}
$$

By considering Eqs. (2), (8) and (9), (10) and (11) could be changed to:

$$
Q_{b}^{*}=\sqrt{\frac{2 A_{b} D}{i \mathscr{V}}} ; \quad D=\frac{k \alpha^{-\alpha} \beta^{\beta}\left(\mathscr{V}+A_{b} Q_{b}^{-1}\right)^{-\alpha+\beta}}{(\alpha-\beta-1)^{-\alpha+\beta}}
$$

Therefore, the seller's model would be:

$$
\begin{align*}
\operatorname{Max} \Pi_{s_{2}}(\mathscr{V}, Q) & =\mathscr{V} D-C_{s} D-A_{s} \frac{D}{Q}-0.5 i C_{s} Q u^{-1}  \tag{12}\\
\text { subject to } Q_{b}^{*} & =\sqrt{\frac{2 A_{b} D}{i \mathscr{V}}}
\end{align*}
$$

By obtaining $D$ from the constraint and substituting in the objective function the model transforms into an unconstrained nonlinear function of four variables $\mathscr{V}, Q$, $P$ and $M$ where the optimal solution can be found using a grid search.

### 3.2 Buyer-Stackelberg

In the last two decades, the buyer has increased their power relative to the seller's power [12]. Therefore, the buyer acts as the leader and the seller act as follower that is called Buyer-Stackelberg Model. For example, Wal-Mart effectively uses its power to get reduced prices from its sellers [20]. Since the buyer has more power, the lot size could be determined by the buyer or the buyer could let the seller determine their own lot size. Each situation is investigated in sequence as follows:

### 3.2.1 Optimal Policy of Seller and Buyer Under Buyer's Lot Size

For a given $Q_{b}=Q, P$ and $M$ of the buyer, according to the following model, the seller obtains the best price $\mathscr{V}^{*}$, Eq. (15) [4].

$$
\begin{align*}
\Pi_{s}(\mathscr{V})= & \mathscr{V} D-C_{s} D-A_{s} \frac{D}{Q}-0.5 i C_{s} Q \frac{d}{r} \\
= & k \mathscr{V} P^{-\alpha} M^{\beta}-k C_{s} P^{-\alpha} M^{\beta}-A_{s} k P^{-\alpha} M^{\beta} Q^{-1}  \tag{13}\\
& -0.5 i C_{s} Q u^{-1} .
\end{align*}
$$

The buyer then maximizes their profit $\Pi_{b_{3}}(P, M, Q)$ based on $\mathscr{V}^{*}$. Thus, the problem reduces to

$$
\begin{align*}
\operatorname{Max} \Pi_{b_{3}}(P, M, Q) & =P D-\mathscr{V} D-M D-A_{b} \frac{D}{Q}-0.5 i \mathscr{V} Q  \tag{14}\\
\text { subject to } \quad \mathscr{V}^{*} & =F\left(C_{s}+A_{s} Q^{-1}+0.5 i C_{s} Q(u D)^{-1}\right) \tag{15}
\end{align*}
$$

Substituting the constraint into objective function, the above Buyer-Stackelberg problem reduces to optimizing an unconstrained nonlinear objective function. The optimal solution can again be found using a grid search.

### 3.2.2 Optimal Policy of Seller and Buyer Under Buyer's Lot Size and Seller's Lot Size

For a given $P, M$ and $Q_{b}=Q$ of the buyer, according to the following model, the seller obtains the best price $\mathscr{V}^{*}$ and $Q_{s}$, Eqs. (18) and (19) [5].

$$
\begin{align*}
\Pi_{s}\left(\mathscr{V}, Q_{s}\right)= & \mathscr{V} D-C_{s} D-A_{s} \frac{D}{Q_{s}}-0.5 i C_{s} Q_{s} \frac{d}{r} \\
= & k \mathscr{V} P^{-\alpha} M^{\beta}-k C_{s} P^{-\alpha} M^{\beta}-A_{s} k P^{-\alpha} M^{\beta} Q_{s}^{-1}  \tag{16}\\
& -0.5 i C_{s} Q_{s} u^{-1} .
\end{align*}
$$

The buyer then maximizes the profit $\Pi_{b_{4}}\left(P, M, Q_{b}\right)$ based on $\mathscr{V}^{*}$. Thus, the problem reduces to

$$
\begin{align*}
\operatorname{Max} \Pi_{b_{4}}(P, M, Q) & =P D-\mathscr{V} D-A_{b} \frac{D}{Q}-0.5 i \mathscr{V} Q  \tag{17}\\
\text { subject to } \mathscr{V}^{*} & =R\left(C_{s}+A_{s} Q_{s}^{-1}+0.5 i C_{s} Q_{s}(u D)^{-1}\right)  \tag{18}\\
Q_{s}^{*} & =\sqrt{\frac{2 A_{s} D}{i u^{-1} C_{s}}} \tag{19}
\end{align*}
$$

Substituting the constraints into objective function, the above problem reduces to optimizing an unconstrained nonlinear objective function of four variables $P, M, Q$ and $\mathscr{V}$. The optimal solution can again be found using a grid search.

## 4 Computational Results

In this section, we present numerical examples which are aimed at illustrating some significant features of the models established in previous sections. We will also perform sensitivity analysis of the main parameters of these models. We note that Examples 1, 2, 3 and 4 below illustrate the Seller-Stackelberg and Buyer-Stackelberg under different scenarios. In all these examples, we set $k=36080$, $\beta=0.15, \alpha=$ $1.7, i=0.38, A_{b}=38, A_{S}=40, u=1.1$ and $C_{S}=1.5$.

### 4.1 Numerical Examples

Example 1 The Seller-Stackelberg model when the seller determines the lot size for the whole supply chain produces the following optimal values for our decision
variables: $D^{*}=364.6 .1, P^{*}=15.3, Q^{*}=301.2, M^{*}=1.3$ and $\mathscr{V}^{*}=4.8$. The corresponding seller's and buyer's profits are $\Pi_{s}^{*}=1071.8$ and $\Pi_{b}^{*}=3010.1$ respectively.

Example 2 The Seller-Stackelberg model when the seller and buyer determine the lot size for themselves produces the following optimal values for our decision variables: $D^{*}=371.3, P^{*}=15.1, Q_{b}^{*}=127.1, Q_{s}^{*}=217.6 M^{*}=1.3$ and $\mathscr{V}^{*}=4.6$ The corresponding seller's and buyer's profits are $\Pi_{s}^{*}=1014.7$ and $\Pi_{b}^{*}=3196.7$ respectively. The second model, in contrast to the first one, utilizes less marketing expenditure, and has smaller seller's price and selling price charged by the buyer. Therefore, demand of the second model is higher than the first one. As expected from the theory in Sect. 3, the seller's profit here is less than in Example 1, although the demand is high. The reason would be the seller's role in determining a larger lot size for the whole supply chain. When the seller has more power the buyer's profit is less in the first model opposite to the seller's profit. In fact it makes sense that the buyer uses the freedom to choose lower lot size in the second model.

Example 3 The Buyer-Stackelberg model when the buyer determines the lot size for the whole supply chain, produces the following optimal values for the decision variables: $D^{*}=1387.8, P^{*}=6.5, Q^{*}=393.1, M^{*}=0.6$ and $\mathscr{V}^{*}=2.1$. The seller's and buyer's profits are $\Pi_{s}^{*}=586.5$ and $\Pi_{b}^{*}=4960.7$ respectively. By comparing Examples 1, 2 and 3 we find out that the profit of the buyer in the buyer-Stackelberg is more than both models in the Seller-Stackelberg opposite to the seller's profit.

Example 4 The Buyer-Stackelberg model when the seller and buyer each one determines the lot size for themselves, produces the following optimal values for the decision variables: $D^{*}=1387.9, P^{*}=6.5, Q_{s}^{*}=420.8, Q_{b}^{*}=362.5 M^{*}=0.6$ and $\mathscr{V}^{*}=2.1$. The seller's and buyer's profits are $\Pi_{s}^{*}=586.4$ and $\Pi_{b}^{*}=4962.5$ respectively. As expected from the theorem in Sect. 3 the buyer's profit when the buyer enforces the optimal lot size to the seller is less than the buyer lets the seller determines their own lot size in the Buyer-Stackelberg. When the seller has more power, the seller would rather determine the lot size for the whole supply chain although the buyer would like determine the lot size. In addition, when the power shifts from the seller to the buyer, the buyer would like to let the seller determine the lot size, while the seller does not like such a strategy.

### 4.2 Sensitivity Analysis

We investigate the effects of parameters $A_{s}, A_{b}, i$, and $C_{s}$ on $P^{*}, \mathscr{V}^{*}, Q^{*}, M^{*}, D^{*}$, $\Pi_{b}^{*}$ and $\Pi_{s}^{*}$ in scenarios of the Seller-Stackelberg and Buyer-Stackelberg models through a sensitivity analysis. We will fix $k=36080, \alpha=1.7, \beta=0.15$, and, $u=$ 1.1 as in the previous examples but allow $A_{b}, A_{S}, C_{s}$, and $i$ to vary. Results of these sensitivity analysis are summarized in Tables $1,2,3,4,5,6,7,8,9,10,11,12,13$, 14,15 and 16.

Table 1 Sensitivity analysis of the model in Sect.3.1.1 with respect to $i$

| $i$ | 0.14 | 0.26 | 0.38 | 0.5 | 0.62 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 14.4 | 14.9 | 15.3 | 15.7 | 16.1 |
| $\mathscr{V}^{*}$ | 4.6 | 4.7 | 4.8 | 4.9 | 5.03 |
| $Q^{*}$ | 521.5 | 372.3 | 301.2 | 257.6 | 227.4 |
| $M^{*}$ | 1.3 | 1.3 | 1.4 | 1.4 | 5.03 |
| $D^{*}$ | 402.8 | 381.1 | 364.7 | 351.0 | 339.2 |
| $\Pi_{s}^{*}$ | 1147.9 | 1104.8 | 1071.8 | 1044.3 | 1020.3 |
| $\Pi_{b}^{*}$ | 3237.7 | 3110.3 | 3010.1 | 2924.7 | 1624.3 |

Table 2 Sensitivity analysis of the model in Sect.3.1.2 with respect to $i$

| $i$ | 0.14 | 0.26 | 0.38 | 0.5 | 0.62 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 14.3 | 14.7 | 15.1 | 15.5 | 15.8 |
| $\mathscr{V}^{*}$ | 4.44 | 4.53 | 4.60 | 4.66 | 4.72 |
| $Q_{s}^{*}$ | 375.7 | 268.6 | 217.7 | 186.4 | 164.7 |
| $Q_{b}^{*}$ | 223.1 | 158.0 | 127.1 | 108.1 | 94.9 |
| $M^{*}$ | 1.26 | 1.30 | 1.34 | 1.37 | 1.40 |
| $D^{*}$ | 407.5 | 387.0 | 371.3 | 358.2 | 346.8 |
| $\Pi_{b}^{*}$ | 3349.4 | 3263.7 | 3196.7 | 3139.9 | 3089.7 |
| $\Pi_{s}^{*}$ | 1112.9 | 1057.4 | 1014.8 | 979.2 | 948.2 |

Table 3 Sensitivity analysis of the model in Sect.3.2.1 with respect to $i$

| $i$ | 0.14 | 0.26 | 0.38 | 0.5 | 0.62 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 6.2 | 6.3 | 6.5 | 6.6 | 6.7 |
| $\mathscr{V}^{*}$ | 2.01 | 2.07 | 2.11 | 2.15 | 2.19 |
| $Q^{*}$ | 677.5 | 484.8 | 393.1 | 336.9 | 297.9 |
| $M^{*}$ | 0.54 | 0.56 | 0.57 | 0.58 | 0.59 |
| $D^{*}$ | 1485.8 | 1430.3 | 1387.8 | 1352.2 | 1321.2 |
| $\Pi_{S}^{*}$ | 598.7 | 591.9 | 586.5 | 582.0 | 577.9 |
| $\Pi_{b}^{*}$ | 5213.8 | 5071.6 | 4960.7 | 4866.7 | 4783.8 |

The results in Tables 1, 2, 3, 4, 5, 6, 7 and 8 are also graphically displayed in Fig. 1. In each curve, the numbers 1, 2, 3 and 4 refer to the first, second scenarios in the Seller-Stackelberg and the third, forth in the Buyer-Stackelberg respectively.

Table 4 Sensitivity analysis of the model in Sect.3.2.2 with respect to $i$

| $i$ | 0.14 | 0.26 | 0.38 | 0.5 | 0.62 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 6.2 | 6.3 | 6.5 | 6.6 | 6.7 |
| $\mathscr{V}^{*}$ | 2.01 | 2.07 | 2.11 | 2.15 | 2.19 |
| $Q_{s}^{*}$ | 717.3 | 516.5 | 420.8 | 362.1 | 321.4 |
| $Q_{b}^{*}$ | 632.8 | 449.6 | 362.5 | 309.1 | 272.2 |
| $M^{*}$ | 0.55 | 0.56 | 0.57 | 0.58 | 0.59 |
| $D^{*}$ | 1485.9 | 1430.5 | 1387.9 | 1352.3 | 1321.3 |
| $\Pi_{s}^{*}$ | 598.7 | 591.8 | 586.4 | 581.8 | 577.7 |
| $\Pi_{b}^{*}$ | 5214.5 | 5072.9 | 4962.5 | 4869.0 | 4786.6 |

Table 5 Sensitivity analysis of the model in Sect.3.1.1 with respect to $C_{s}$

| $C_{s}$ | 0.5 | 1.5 | 2.5 | 4.0 | 5.0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 4.9 | 15.3 | 26.2 | 43.0 | 54.6 |
| $\mathscr{V}^{*}$ | 1.6 | 4.8 | 8.2 | 13.5 | 17.0 |
| $Q^{*}$ | 1263.6 | 301.2 | 154.0 | 82.8 | 61.6 |
| $M^{*}$ | 0.4 | 1.4 | 2.3 | 3.8 | 4.8 |
| $D^{*}$ | 2139.2 | 364.7 | 158.9 | 73.5 | 50.9 |
| $\Pi_{s}^{*}$ | 2052.8 | 1071.8 | 788.0 | 591.5 | 515.5 |
| $\Pi_{b}^{*}$ | 5784.5 | 3010.1 | 2206.7 | 1650.1 | 1434.7 |

Table 6 Sensitivity analysis of the model in Sect.3.1.2 with respect to $C_{s}$

| $C_{s}$ | 0.5 | 1.5 | 2.5 | 4.0 | 5.0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 4.8 | 15.1 | 25.8 | 42.4 | 53.8 |
| $\mathscr{V}^{*}$ | 1.5 | 4.6 | 7.8 | 12.6 | 15.9 |
| $Q_{s}^{*}$ | 911.2 | 217.7 | 111.4 | 60.0 | 44.7 |
| $Q_{b}^{*}$ | 538.1 | 127.1 | 64.6 | 34.5 | 25.6 |
| $M^{*}$ | 0.4 | 1.3 | 2.3 | 3.7 | 4.7 |
| $D^{*}$ | 2169.2 | 371.3 | 162.1 | 75.2 | 52.1 |
| $\Pi_{b}^{*}$ | 6034.6 | 3196.7 | 2369.7 | 1794.3 | 1570.6 |
| $\Pi_{s}^{*}$ | 1975.1 | 1014.8 | 738.7 | 548.4 | 475.1 |

Table 7 Sensitivity analysis of the model in Sect.3.2.1 with respect to $C_{S}$

| $C_{s}$ | 0.5 | 1.5 | 2.5 | 4.0 | 5.0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 2.1 | 6.5 | 11.0 | 17.9 | 22.6 |
| $\mathscr{V}^{*}$ | 0.7 | 2.1 | 3.6 | 5.9 | 7.4 |
| $Q^{*}$ | 1643.9 | 393.1 | 201.4 | 108.5 | 80.9 |
| $M^{*}$ | 0.18 | 0.57 | 0.97 | 1.58 | 1.99 |
| $D^{*}$ | 7972.5 | 1387.8 | 612.2 | 287.2 | 200.2 |
| $\Pi_{S}^{*}$ | 1088.0 | 586.5 | 439.3 | 336.4 | 296.2 |
| $\Pi_{b}^{*}$ | 9384 | 4960.7 | 3672.9 | 2777.3 | 2429.4 |

Table 8 Sensitivity analysis of the model in Sect. 3.2.2 with respect to $C_{s}$

| $C_{s}$ | 0.5 | 1.5 | 2.5 | 4.0 | 5.0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 2.1 | 6.5 | 11.0 | 17.9 | 22.6 |
| $\mathscr{V}^{*}$ | 0.68 | 2.11 | 3.59 | 5.85 | 7.39 |
| $Q_{s}^{*}$ | 1746.9 | 420.8 | 216.5 | 117.2 | 87.5 |
| $Q_{b}^{*}$ | 1528.8 | 362.5 | 184.8 | 99.1 | 73.6 |
| $M^{*}$ | 0.18 | 0.57 | 0.97 | 1.58 | 1.99 |
| $D^{*}$ | 7973.2 | 1387.9 | 612.3 | 287.2 | 200.2 |
| $\Pi_{s}^{*}$ | 1087.9 | 586.4 | 439.2 | 336.2 | 296.1 |
| $\Pi_{b}^{*}$ | 9385.9 | 4962.5 | 3674.6 | 2779.0 | 2431.1 |

Table 9 Sensitivity analysis of the model in Sect.3.1.1 with respect to $A_{b}$

| $A_{b}$ | 2 | 20 | 38 | 56 | 74 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 14.7 | 15.0 | 15.3 | 15.6 | 15.9 |
| $\mathscr{V}^{*}$ | 4.74 | 4.78 | 4.83 | 4.88 | 4.93 |
| $Q^{*}$ | 228.6 | 268.4 | 301.2 | 329.4 | 354.4 |
| $M^{*}$ | 1.29 | 1.32 | 1.35 | 1.38 | 1.40 |
| $D^{*}$ | 390.2 | 376.3 | 364.7 | 354.5 | 345.4 |
| $\Pi_{b}^{*}$ | 3160.8 | 3079.6 | 3010.1 | 2948.3 | 2892.2 |
| $\Pi_{s}^{*}$ | 1122.9 | 1095.2 | 1071.8 | 1051.3 | 1032.8 |

Table 10 Sensitivity analysis of the model in Sect.3.1.2 with respect to $A_{b}$

| $A_{b}$ | 2 | 20 | 38 | 56 | 74 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 14.74 | 15.00 | 15.14 | 15.26 | 15.36 |
| $\mathscr{V}^{*}$ | 4.70 | 4.64 | 4.60 | 4.57 | 4.55 |
| $Q_{s}^{*}$ | 222.3 | 219.3 | 217.7 | 216.4 | 215.3 |
| $Q_{b}^{*}$ | 29.4 | 92.5 | 127.1 | 153.8 | 176.3 |
| $M^{*}$ | 1.30 | 1.32 | 1.34 | 1.35 | 1.36 |
| $D^{*}$ | 387.2 | 376.9 | 371.3 | 366.9 | 363.2 |
| $\Pi_{s}^{*}$ | 1100.0 | 1044.6 | 1014.8 | 991.9 | 972.8 |
| $\Pi_{b}^{*}$ | 3331.1 | 3244.1 | 3196.7 | 3160.2 | 3129.4 |

Table 11 Sensitivity analysis of the model in Sect.3.2.1 with respect to $A_{b}$

| $A_{b}$ | 2 | 20 | 38 | 56 | 74 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 6.30 | 6.39 | 6.47 | 6.54 | 6.61 |
| $\mathscr{V}^{*}$ | 2.12 | 2.11 | 2.11 | 2.11 | 2.12 |
| $Q^{*}$ | 310.3 | 355.0 | 393.1 | 426.6 | 456.5 |
| $M^{*}$ | 0.56 | 0.56 | 0.57 | 0.58 | 0.58 |
| $D^{*}$ | 1444.9 | 1414.3 | 1387.8 | 1364.1 | 1342.7 |
| $\Pi_{b}^{*}$ | 5105.4 | 5028.1 | 4960.7 | 4900.3 | 4845.1 |
| $\Pi_{s}^{*}$ | 612.7 | 598.0 | 586.5 | 577.0 | 568.7 |

Table 12 Sensitivity analysis of the model in Sect. 3.2.2 with respect to $A_{b}$

| $A_{b}$ | 2 | 20 | 38 | 56 | 74 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 6.22 | 6.38 | 6.47 | 6.54 | 6.60 |
| $\mathscr{V}^{*}$ | 2.11 | 2.11 | 2.11 | 2.11 | 2.12 |
| $Q_{s}^{*}$ | 433.8 | 425.4 | 420.8 | 417.2 | 414.2 |
| $Q_{b}^{*}$ | 85.9 | 266.0 | 362.5 | 436.1 | 497.4 |
| $M^{*}$ | 0.55 | 0.56 | 0.57 | 0.58 | 0.58 |
| $D^{*}$ | 1474.9 | 1418.5 | 1387.9 | 1364.4 | 1344.6 |
| $\Pi_{s}^{*}$ | 621.1 | 598.6 | 586.4 | 577.0 | 569.2 |
| $\Pi_{b}^{*}$ | 5190.0 | 5042.8 | 4962.5 | 4900.5 | 4848.2 |

Table 13 Sensitivity analysis of the model in Sect.3.1.1 with respect to $A_{s}$

| $A_{s}$ | 4 | 22 | 40 | 58 | 76 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 14.7 | 15.0 | 15.3 | 15.6 | 15.9 |
| $\mathscr{V}^{*}$ | 4.58 | 4.72 | 4.83 | 4.93 | 5.03 |
| $Q^{*}$ | 228.6 | 268.4 | 301.2 | 329.4 | 354.4 |
| $M^{*}$ | 1.29 | 1.32 | 1.35 | 1.38 | 1.40 |
| $D^{*}$ | 390.2 | 376.3 | 364.7 | 354.5 | 345.4 |
| $\Pi_{b}^{*}$ | 3167.7 | 3083.0 | 3010.1 | 2944.9 | 2885.4 |
| $\Pi_{s}^{*}$ | 1122.9 | 1095.2 | 1071.8 | 1051.3 | 1032.8 |

Table 14 Sensitivity analysis of the model in Sect.3.1.2 with respect to $A_{s}$

| $A_{s}$ | 4 | 22 | 40 | 58 | 76 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 13.97 | 14.68 | 15.14 | 15.52 | 15.86 |
| $\mathscr{V}^{*}$ | 4.3 | 4.5 | 4.6 | 4.7 | 4.8 |
| $Q_{s}^{*}$ | 73.3 | 165.3 | 217.7 | 257.1 | 289.5 |
| $Q_{b}^{*}$ | 140.7 | 132.1 | 127.1 | 123.1 | 119.8 |
| $M^{*}$ | 1.23 | 1.30 | 1.34 | 1.37 | 1.40 |
| $D^{*}$ | 420.7 | 389.5 | 371.3 | 357.4 | 345.7 |
| $\Pi_{s}^{*}$ | 1111.0 | 1050.4 | 1014.8 | 987.2 | 964.0 |
| $\Pi_{b}^{*}$ | 3344.0 | 3252.4 | 3196.7 | 3152.8 | 3115.3 |

Table 15 Sensitivity analysis of the model in Sect.3.2.1 with respect to $A_{s}$

| $A_{s}$ | 4 | 22 | 40 | 58 | 76 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 6.25 | 6.37 | 6.47 | 6.56 | 6.64 |
| $\mathscr{V}^{*}$ | 1.97 | 2.05 | 2.11 | 2.17 | 2.22 |
| $Q^{*}$ | 284.5 | 344.6 | 393.1 | 434.3 | 470.5 |
| $M^{*}$ | 0.55 | 0.56 | 0.57 | 0.58 | 0.59 |
| $D^{*}$ | 1462.4 | 1421.5 | 1387.8 | 1358.6 | 1332.6 |
| $\Pi_{b}^{*}$ | 5157.9 | 5050.6 | 4960.7 | 4881.8 | 4810.6 |
| $\Pi_{s}^{*}$ | 575.8 | 582.8 | 586.5 | 588.9 | 590.4 |

Table 16 Sensitivity analysis of the model in Sect.3.2.2 with respect to $A_{s}$

| $A_{s}$ | 4 | 22 | 40 | 58 | 76 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $P^{*}$ | 6.20 | 6.37 | 6.47 | 6.55 | 6.62 |
| $\mathscr{V}^{*}$ | 1.95 | 2.05 | 2.11 | 2.16 | 2.21 |
| $Q_{s}^{*}$ | 137.5 | 315.9 | 420.8 | 501.7 | 569.5 |
| $Q_{b}^{*}$ | 390.0 | 372.6 | 362.5 | 354.7 | 348.1 |
| $M^{*}$ | 0.55 | 0.56 | 0.57 | 0.58 | 0.58 |
| $D^{*}$ | 1480.9 | 1422.6 | 1387.9 | 1360.9 | 1338.1 |
| $\Pi_{s}^{*}$ | 576.9 | 583.0 | 586.4 | 589.0 | 591.1 |
| $\Pi_{b}^{*}$ | 5203.1 | 5052.5 | 4962.5 | 4892.1 | 4832.7 |
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Fig. 1 The effect of i parameter on $D^{*}, P^{*}, M^{*}, v^{*}, Q^{*}, Q_{s}^{*}, Q_{b}^{*}, \Pi_{b}^{*}$ and $\Pi_{s}^{*}$


Fig. 2 The effect of $A_{b}$ parameter on $D^{*}, P^{*}, M^{*}, v^{*}, Q^{*}, Q_{s}^{*}, Q_{b}^{*}, \Pi_{b}^{*}$ and $\Pi_{s}^{*}$

Since $i$ and $C_{s}$ and also $A_{s}$ and $A_{b}$ have the same effect on $P^{*}, \mathscr{V}^{*}, Q^{*}, M^{*}, D^{*}$, $\Pi_{b}^{*}$ and $\Pi_{s}^{*}$, we show only the effect of $i$ and $A_{b}$ in sequence on Figs. 1 and 2. As is seen in the figure, by increasing $i$ and $C_{s}$, selling price, marketing expenditure and seller's price increase which cause the decrease of the demand, seller and the buyer's profits. Note due to increasing production cost and percent inventory holding cost, $i$ and $C_{s}$, the holding cost will increase. Therefore, the seller and buyer would change their strategies to decrease lot size, which validates our model.

The effect of parameter $A_{s}, A_{b}$ on $P_{i}^{*}, M_{i}^{*}, Q_{i}^{*}, \mathscr{V}_{i}^{*} ; i=1,2,3,4$, i.e. for each scenario of the Seller-Stackelberg and the Buyer-Stackelberg are graphically displayed in Fig. 2. As $A_{b}$ and $A_{s}$ increase, $P^{*}, M^{*}$ and $\mathscr{V}^{*}$ increase. By increasing $A_{b}$ and $A_{s}$ the seller and the buyer increase their lot size to decrease the ordering and the seller's setup cost respectively. As shown in Figs. 1 and 2 the results validate the models.

## 5 Conclusion

In this paper, the lot size problem in the seller-buyer supply chain is considered. The lot size in the supply chain is determined based on the seller and the buyer's power. The seller produces a product and wholesales it to the buyer, with the production rate linearly related to the market demand rate. The demand is sensitive to the selling price and the buyer's effort in marketing. We consider the seller-buyer relationship under Stackelberg games: Seller-Stackelberg, where the seller is the leader, and BuyerStackelberg, where the buyer is the leader. Regarding to the leader's role, the leader can justify or enforce the strategy about the lot size to the follower(the buyer), or let the follower determines their own lot size regardless to the leader's lot size. Optimal solution for each models is obtained. It is shown that when the seller has power, it would be better if the seller determines the lot size for the whole supply chain and when the buyer has power, it would be better if the buyer let the seller determines their own lot size. Numerical examples are presented which aim at illustrating the used approach. Through a sensitivity analysis, the effect of the main parameters of the model on the seller and the buyer's decisions are also investigated which illustrate our findings.

There is much to be extended the present work. For example, marketing expenditure could incorporate advertising expenditure and the seller may agree to share fraction of the advertising expenditure with the buyer by covering part of it. In this case, we could investigate cooperative games. Also, we have assumed in this paper that the production rate is greater than or equal to the demand rate, in order to avoid having to consider shortage cost. By not making this assumption, the extra cost could be incorporated into future models. Finally, even though the seller or buyer presumably knows their own costs and price charged to the consumers, it is unlikely that their opponent would be privy to such information. This would lead to incomplete knowledge on the part of the two participants and result in bargaining models with incomplete information along the line of models.
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# Voronovskaya Type Asymptotic Expansions for Multivariate Generalized Discrete Singular Operators 

George A. Anastassiou and Merve Kester


#### Abstract

Here we give asymptotic expansions including simultaneous ones, for the multivariate generalized discrete versions of unitary Picard, Gauss-Weierstrass, and Poisson-Cauchy type singular operators. These are Voronovskaya type expansions and they are connected to the approximation properties of these operators.


## 1 Introduction

In this article, we give multivariate Voronovskaya type asymptotic expansions for the multivariate generalized discrete singular Picard, Gauss-Weierstrass, and Poisson-Cauchy operators. We also demonstrate the simultaneous corresponding Voronovskaya asymptotic expansion for our operators. Our expansions show the rate of convergence of the operators mentioned above to unit operator.

## 2 Background

We are inspired by [4]. In [1], for $r \in \mathbb{N}, m \in \mathbb{Z}_{+}$, the author defined

$$
\alpha_{j, r}^{[m]}:=\left\{\begin{array}{l}
(-1)^{r-j}\binom{r}{j} j^{-m}, \text { if } j=1,2, \ldots, r,  \tag{1}\\
1-\sum_{j=1}^{r}(-1)^{r-j}\binom{r}{j} j^{-m}, \text { if } j=0,
\end{array}\right.
$$

[^15]and
\[

$$
\begin{equation*}
\delta_{k, r}^{[m]}:=\sum_{j=1}^{r} \alpha_{j, r}^{[m]} j^{k}, k=1,2, \ldots, m \in \mathbb{N} . \tag{2}
\end{equation*}
$$

\]

See that

$$
\begin{equation*}
\sum_{j=0}^{r} \alpha_{j, r}^{[m]}=1 \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
-\sum_{j=1}^{r}(-1)^{r-j}\binom{r}{j}=(-1)^{r}\binom{r}{0} \tag{4}
\end{equation*}
$$

Let $\mu_{\xi_{n}}$ be a probability Borel measure on $\mathbb{R}^{N}, N \geq 1, \xi_{n}>0, n \in \mathbb{N}$. In [1], the author defined the multiple smooth singular integral operators as

$$
\begin{equation*}
\theta_{r, n}^{[m]}\left(f ; x_{1}, \ldots, x_{N}\right):=\sum_{j=0}^{r} \alpha_{j, r}^{[m]} \int_{\mathbb{R}^{N}} f\left(x_{1}+s_{1} j, x_{2}+s_{2} j, \ldots, x_{N}+s_{N} j\right) d \mu_{\xi_{n}}(s), \tag{5}
\end{equation*}
$$

where $s:=\left(s_{1}, \ldots, s_{N}\right), x:=\left(x_{1}, \ldots, x_{N}\right) \in \mathbb{R}^{N} ; n, r \in \mathbb{N}, m \in \mathbb{Z}_{+}, f: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a Borel measurable function, and also $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ is a bounded sequence of positive real numbers.

Above the $\theta_{r, n}^{[m]}$ are not in general positive operators and they preserve constants. In [1], they demonstrated

Theorem 1 Let $f \in C^{m}\left(\mathbb{R}^{N}\right), m, N \in \mathbb{N}$, with all $\left\|f_{\alpha}\right\|_{\infty} \leq M, \quad M>0$, all $\alpha:|\alpha|=m$. Let $\xi_{n}>0,\left(\xi_{n}\right)_{n \in \mathbb{N}}$ bounded sequence, $\mu_{\xi_{n}}$ probability Borel measures on $\mathbb{R}^{N}$.

Call

$$
c_{\alpha, n, \tilde{j}}=\int_{\mathbb{R}^{N}}\left(\prod_{i=1}^{N} s_{i}^{\alpha_{i}}\right) d \mu_{\xi_{n}}(s),
$$

all $|\alpha|=\widetilde{j}=1, \ldots, m-1$. Assume

$$
\xi_{n}^{-m} \int_{\mathbb{R}^{N}}\left(\prod_{i=1}^{N}\left|s_{i}\right|^{\alpha_{i}}\right) d \mu_{\xi_{n}}(s) \leq \rho,
$$

all $\alpha:|\alpha|=m, \rho>0$, for any such $\left(\xi_{n}\right)_{n \in \mathbb{N}}$. Also $0<\gamma \leq 1, x \in \mathbb{R}^{N}$. Then

$$
\begin{equation*}
\theta_{r, n}^{[m]}(f ; x)-f(x)=\sum_{\tilde{j}=1}^{m-1} \delta_{\tilde{j}, r}^{[m]}\left(\sum_{|\alpha|=\widetilde{j}} \frac{c_{\alpha, n, \tilde{j}} f_{\alpha}(x)}{\left(\prod_{i=1}^{N} \alpha_{i}!\right)}\right)+o\left(\xi_{n}^{m-\gamma}\right) . \tag{6}
\end{equation*}
$$

When $m=1$ the sum collapses.
Above they assumed $\theta_{r, n}^{[m]}(f ; x) \in \mathbb{R}, \forall x \in \mathbb{R}^{N}$.
In [1], they continued with
Theorem 2 Let $f \in C^{l}\left(\mathbb{R}^{N}\right), l, N \in \mathbb{N}$. Here $\mu_{\xi_{n}}$ is a Borel probability measure on $\mathbb{R}^{N}, \xi_{n}>0,\left(\xi_{n}\right)_{n \in \mathbb{N}}$ a bounded sequence. Let $\beta:=\left(\beta_{1}, \ldots, \beta_{N}\right), \beta_{i} \in \mathbb{Z}^{+}$, $i=1, \ldots, N ;|\beta|:=\sum_{i=1}^{N} \beta_{i}=l$. Here $f(x+s j), x, s \in \mathbb{R}^{N}$, is $\mu_{\xi_{n}}$-integrable wrt $s$, for $j=1, \ldots, r$. There exist $\mu_{\xi_{n}}$-integrable functions

$$
h_{i_{1}, j}, h_{\beta_{1}, i_{2}, j}, h_{\beta_{1}, \beta_{2}, i_{3}, j}, \ldots, h_{\beta_{1}, \beta_{2}, \ldots, \beta_{N-1}, i_{N}, j} \geq 0
$$

$(j=1, \ldots, r)$ on $\mathbb{R}^{N}$ such that

$$
\begin{gathered}
\left|\frac{\partial^{i_{1}} f(x+s j)}{\partial x_{1}^{i_{1}}}\right| \leq h_{i_{1}, j}(s), i_{1}=1, \ldots, \beta_{1}, \\
\left|\frac{\partial^{\beta_{1}+i_{2}} f(x+s j)}{\partial x_{2}^{i_{2}} \partial x_{1}^{\beta_{1}}}\right| \leq \\
\vdots \\
\left\lvert\, \frac{\partial_{\beta_{1}, i_{2}, j}(s), i_{2}=1, \ldots, \beta_{2},}{\partial x_{N}^{\beta_{N}+\beta_{2}+\cdots+\beta_{N-1}+i_{N}} f(x+s j)} x_{N-1}^{\beta_{N-1}} \ldots \partial x_{2}^{\beta_{2}} \partial x_{1}^{\beta_{1}}\right.
\end{gathered} \leq h_{\beta_{1}, \beta_{2}, \ldots, \beta_{N-1}, i_{N}, j}(s), i_{N}=1, \ldots, \beta_{N},
$$

$\forall x, s \in \mathbb{R}^{N}$. Then, both of the next exist and

$$
\begin{equation*}
\left(\theta_{r, n}^{[m]}(f ; x)\right)_{\beta}=\theta_{r, n}^{[m]}\left(f_{\beta} ; x\right) . \tag{8}
\end{equation*}
$$

Finally, the author gave
Theorem 3 Let $f \in C^{m+l}\left(\mathbb{R}^{N}\right), m, l, N \in \mathbb{N}$. Assumptions of Theorem 2 are valid. Call $\gamma=0, \beta$. Assume $\left\|f_{\gamma+\alpha}\right\|_{\infty} \leq M, M>0$, for all $\alpha:|\alpha|=m$. Let $\xi_{n}>0$, $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ bounded sequence, $\mu_{\xi_{n}}$ probability Borel measures on $\mathbb{R}^{N}$. Call

$$
c_{\alpha, n, \tilde{j}}=\int_{\mathbb{R}^{N}}\left(\prod_{i=1}^{N} s_{i}^{\alpha_{i}}\right) d \mu_{\xi_{n}}(s),
$$

all $|\alpha|=\widetilde{j}=1, \ldots, m-1$. Assume

$$
\xi_{n}^{-m} \int_{\mathbb{R}^{N}}\left(\prod_{i=1}^{N}\left|s_{i}\right|^{\alpha_{i}}\right) d \mu_{\xi_{n}}(s) \leq \rho,
$$

all $\alpha:|\alpha|=m, \rho>0$, for any such $\left(\xi_{n}\right)_{n \in \mathbb{N}}$. Also $0<\gamma \leq 1, x \in \mathbb{R}^{N}$. Then

$$
\begin{equation*}
\left(\theta_{r, n}^{[m]}(f ; x)\right)_{\gamma}-f_{\gamma}(x)=\sum_{\tilde{j}=1}^{m-1} \delta_{\tilde{j}, r}^{[m]}\left(\sum_{|\alpha|=\tilde{j}} \frac{c_{\alpha, n, \tilde{j}} f_{\gamma+\alpha}(x)}{\left(\prod_{i=1}^{N} \alpha_{i}!\right)}\right)+o\left(\xi_{n}^{m-\gamma}\right) . \tag{9}
\end{equation*}
$$

When $m=1$ the sum collapses.
Additionally, in [3], the authors defined:
Let $\mu_{\xi_{n}}$ be a Borel probability measure on $\mathbb{R}^{N}, N \geq 1,0<\xi_{n} \leq 1, n \in \mathbb{N}$. Assume that $v:=\left(v_{1}, \ldots, v_{N}\right), x:=\left(x_{1, \ldots,}, x_{N}\right) \in \mathbb{R}^{N}$ and $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a Borel measurable function.
(i) When

$$
\begin{equation*}
\mu_{\xi_{n}}(v)=\frac{e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}} \tag{10}
\end{equation*}
$$

we define generalized multiple discrete Picard operators as:

$$
\begin{align*}
& P_{r, n}^{*[m]}\left(f ; x_{1}, \ldots, x_{N}\right)  \tag{11}\\
& \quad=\frac{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\sum_{j=0}^{r} \alpha_{j, r}^{[m]} f\left(x_{1}+j v_{1}, \ldots, x_{N}+j v_{N}\right)\right) e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi \xi_{n}}}}
\end{align*}
$$

(ii) When

$$
\begin{equation*}
\mu_{\xi_{n}}(v)=\frac{e^{-\frac{\sum_{i=1}^{N} v_{i}^{2}}{\xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N} v_{i}^{2}}{\xi_{n}}}}, \tag{12}
\end{equation*}
$$

we define generalized multiple discrete Gauss-Weierstrass operators as:

$$
\begin{align*}
& W_{r, n}^{*[m]}\left(f ; x_{1}, \ldots, x_{N}\right)  \tag{13}\\
& =\frac{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\sum_{j=0}^{r} \alpha_{j, r}^{[m]} f\left(x_{1}+j v_{1}, \ldots, x_{N}+j v_{N}\right)\right) e^{-\frac{\sum_{i=1 v_{i}^{2}}^{N} v_{i}^{2}}{\xi n}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N} v_{i}^{2}}{\xi n}}}
\end{align*}
$$

(iii) Let $\hat{\alpha} \in \mathbb{N}$ and $\beta>\frac{1}{\hat{\alpha}}$. When

$$
\begin{equation*}
\mu_{\xi_{n}}(\nu)=\frac{\prod_{i=1}^{N}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} \prod_{i=1}^{N}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}}, \tag{14}
\end{equation*}
$$

we define the generalized multiple discrete Poisson-Cauchy operators as:

$$
\begin{align*}
& Q_{r, h}^{*[m]}\left(f ; x_{1}, \ldots, x_{N}\right)  \tag{15}\\
& =\frac{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\sum_{j=0}^{r} \alpha_{j, r}^{[m]} f\left(x_{1}+j v_{1}, \ldots, x_{N}+j v_{N}\right)\right) \prod_{i=1}^{N}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\prod_{i=1}^{N}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}\right)} .
\end{align*}
$$

Here the authors assumed that $0^{0}=1$. Finally, in [3], they observed
Lemma 4 (i) For $\tilde{j}=1, \ldots, m$, and $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{N}\right), \alpha_{i} \in \mathbb{Z}^{+}, i=1, \ldots, N$, $|\alpha|:=\sum_{i=1}^{N} \alpha_{i}=\widetilde{j}$, we have that

$$
\begin{equation*}
c_{\alpha, n}:=c_{\alpha, n, \tilde{j}}:=\frac{\sum_{v_{1}=-\infty}^{\infty} \ldots \sum_{v_{N}=-\infty}^{\infty}\left(\prod_{i=1}^{N} v_{i}^{\alpha_{i}}\right) e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}}<\infty \tag{16}
\end{equation*}
$$

for all $\xi_{n} \in(0,1]$. Additionally, let $\alpha_{i} \in \mathbb{N}$, then as $\xi_{n} \rightarrow 0$ when $n \rightarrow \infty$, we get $c_{\alpha, n, \tilde{j}} \rightarrow 0$.
(ii) For $\widetilde{j}=1, \ldots, m$, and $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{N}\right), \alpha_{i} \in \mathbb{Z}^{+}, i=1, \ldots, N,|\alpha|:=$ $\sum_{i=1}^{N} \alpha_{i}=\widetilde{j}$, we have that

$$
\begin{equation*}
p_{\alpha, n}:=p_{\alpha, n, \tilde{j}}:=\frac{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\prod_{i=1}^{N} v_{i}^{\alpha_{i}}\right) e^{-\frac{\sum_{i=1}^{N} v_{i}^{2}}{\xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N} v_{i}^{2}}{5_{n}}}}<\infty . \tag{17}
\end{equation*}
$$

for all $\xi_{n} \in(0,1]$. Additionally, let $\alpha_{i} \in \mathbb{N}$, then as $\xi_{n} \rightarrow 0$ when $n \rightarrow \infty$, we get $p_{\alpha, n, \tilde{j}} \rightarrow 0$.
(iii) For $j=1, \ldots, m$, and $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{N}\right), \alpha_{i} \in \mathbb{Z}^{+}, i=1, \ldots, N,|\alpha|:=$ $\sum_{i=1}^{N} \alpha_{i}=\widetilde{j}$, we have that

$$
\begin{equation*}
q_{\alpha, n}:=q_{\alpha, n, \tilde{j}}:=\frac{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\prod_{i=1}^{N} v_{i}^{\alpha_{i}}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}\right)}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} \prod_{i=1}^{N}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}}<\infty . \tag{18}
\end{equation*}
$$

for all $\xi_{n} \in(0,1]$ where $\hat{\alpha} \in \mathbb{N}$ and $\beta>\frac{\alpha_{i}+r+1}{2 \hat{\alpha}}$. Additionally, let $\alpha_{i} \in \mathbb{N}$, then as $\xi_{n} \rightarrow 0$ when $n \rightarrow \infty$, we get $q_{\alpha, n, \tilde{j}} \rightarrow 0$.

## 3 Main Results

We start with
Proposition 5 (i) Let $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{N}\right), \alpha_{i} \in \mathbb{Z}^{+}, i=1, \ldots, N \in \mathbb{N},|\alpha|:=$ $\sum_{i=1}^{N} \alpha_{i}=m \in \mathbb{N}$. Then, there exist $K_{1}>0$ such that

$$
\begin{align*}
& S_{P^{*}, \xi_{n}}=\frac{\xi_{n}^{-m} \sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\prod_{i=1}^{N}\left|v_{i}\right|^{\alpha_{i}}\right) e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}}  \tag{19}\\
& \leq K_{1}<\infty,
\end{align*}
$$

for all $\xi_{n} \in(0,1]$ where $n \in \mathbb{N}$ and $v=\left(v_{1}, \ldots, v_{N}\right)$.
(ii) Let $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{N}\right), \alpha_{i} \in \mathbb{Z}^{+}, i=1, \ldots, N \in \mathbb{N},|\alpha|:=\sum_{i=1}^{N} \alpha_{i}=m \in$ $\mathbb{N}$. Then, there exist $K_{2}>0$ such that

$$
\begin{align*}
& S_{W^{*}, \xi_{n}}=\frac{\xi_{n}^{-m} \sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\prod_{i=1}^{N}\left|v_{i}\right|^{\alpha_{i}}\right) e^{-\frac{\sum_{i=1}^{N} v_{i}^{2}}{\xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N} v_{i}^{2}}{\xi n}}}  \tag{20}\\
& \leq K_{2}<\infty,
\end{align*}
$$

for all $\xi_{n} \in(0,1]$ where $n \in \mathbb{N}$ and $v=\left(v_{1}, \ldots, v_{N}\right)$.
(iii) There exist $K_{3}>0$ such that

$$
\begin{align*}
S_{Q^{*}, \xi_{n}} & =\frac{\xi_{n}^{-m} \sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\prod_{i=1}^{N}\left|v_{i}\right|^{\alpha_{i}}\right)\left(\prod_{i=1}^{N}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}\right)}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} \prod_{i=1}^{N}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}} \\
& \leq K_{3}<\infty, \tag{21}
\end{align*}
$$

for all $\xi_{n} \in(0,1]$ where $n, \hat{\alpha} \in \mathbb{N}, \beta>\frac{m+1}{2 \hat{\alpha}}$, and $\nu=\left(\nu_{1}, \ldots, \nu_{N}\right)$.
Proof We observe that

$$
\begin{equation*}
m=\sum_{i=1}^{N} \alpha_{i} \geq \alpha_{i}, \text { for all } i=1,2, \ldots, N \in \mathbb{N} . \tag{22}
\end{equation*}
$$

Thus, we get

$$
\begin{equation*}
\prod_{i=1}^{N}\left|v_{i}\right|^{\alpha_{i}} \leq \prod_{i=1}^{N}\left|v_{i}\right|^{m} \tag{23}
\end{equation*}
$$

Therefore

$$
\begin{align*}
S_{P^{*}, \xi_{n}} & \leq \frac{\xi_{n}^{-m} \sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\prod_{i=1}^{N}\left|v_{i}\right|^{m}\right) e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}} \\
& \leq \frac{\xi_{n}^{-m N} \sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\prod_{i=1}^{N}\left|v_{i}\right|^{m}\right) e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}} \\
& =\frac{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\prod_{i=1}^{N}\left(\frac{\left|v_{i}\right|}{\xi_{n}}\right)^{m} e^{-\frac{\left|v_{i}\right|}{\xi_{n}}}\right)}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty}\left(\prod_{i=1}^{N} e^{-\frac{\left|v_{i}\right|}{\xi_{n}}}\right)} \\
& =\prod_{i=1}^{N}\left(\frac{\xi_{n}^{-m} \sum_{v_{i}=-\infty}^{\infty}\left(\left|v_{i}\right|^{m} e^{-\frac{\left|v_{i}\right|}{\xi_{n}}}\right)}{\sum_{v_{i}=-\infty}^{\infty} e^{-\frac{\left|v_{i}\right|}{\xi_{n}}}}\right) . \tag{24}
\end{align*}
$$

In [2], the authors showed that there exist $M_{1}>0$ such that

$$
\begin{equation*}
\frac{\xi_{n}^{-m} \sum_{v_{i}=-\infty}^{\infty}\left(\left|v_{i}\right|^{m} e^{-\frac{\left|v_{i}\right|}{\xi_{n}}}\right)}{\sum_{v_{i}=-\infty}^{\infty} e^{-\frac{\left|v_{i}\right|}{\xi_{n}}}}<M_{1}<\infty \tag{25}
\end{equation*}
$$

for all $\xi_{n} \in(0,1]$. Therefore, by (24) and (25), we obtain

$$
\begin{equation*}
S_{P^{*}, \xi_{n}} \leq \prod_{i=1}^{N} M_{1}=M_{1}^{N}:=K_{1}<\infty \tag{26}
\end{equation*}
$$

On the other hand, as in (24), we observe that

$$
\begin{equation*}
S_{W^{*}, \xi_{n}} \leq \prod_{i=1}^{N}\left(\frac{\xi_{n}^{-m} \sum_{v_{i}=-\infty}^{\infty}\left(\left|v_{i}\right|^{m} e^{-\frac{v_{i}^{2}}{\xi_{n}}}\right)}{\sum_{v_{i}=-\infty}^{\infty} e^{-\frac{v_{i}^{2}}{\xi_{n}}}}\right) \tag{27}
\end{equation*}
$$

In [2], the authors showed that there exist $M_{2}>0$ such that

$$
\frac{\xi_{n}^{-m} \sum_{v_{i}=-\infty}^{\infty}\left(\left|v_{i}\right|^{m} e^{-\frac{v_{i}^{2}}{\xi_{n}}}\right)}{\sum_{v_{i}=-\infty}^{\infty} e^{-\frac{v_{i}^{2}}{\xi n}}} \leq M_{2}<\infty
$$

for all $\xi_{n} \in(0,1]$. Hence, we have

$$
\begin{equation*}
S_{W^{*}, \xi_{n}} \leq \prod_{i=1}^{N} M_{2}=M_{2}^{N}:=K_{2}<\infty \tag{28}
\end{equation*}
$$

for all $\xi_{n} \in(0,1]$. Finally, similar to (24), we get the inequality

$$
\begin{equation*}
S_{Q^{*}, \xi_{n}} \leq \prod_{i=1}^{N}\left(\frac{\xi_{n}^{-m} \sum_{v_{i}=-\infty}^{\infty}\left(\left|v_{i}\right|^{m}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}\right)}{\sum_{v_{i}=-\infty}^{\infty}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}}\right) \tag{29}
\end{equation*}
$$

In [2], the authors showed that there exist $M_{3}>0$ such that

$$
\begin{equation*}
\frac{\xi_{n}^{-m} \sum_{v_{i}=-\infty}^{\infty}\left(\left|v_{i}\right|^{m}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}\right)}{\sum_{v_{i}=-\infty}^{\infty}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}}<M_{3}<\infty \tag{30}
\end{equation*}
$$

for all $\xi_{n} \in(0,1], \hat{\alpha} \in \mathbb{N}$, and $\beta>\frac{m+1}{2 \hat{\alpha}}$. Therefore, by (29) and (30), we obtain

$$
\begin{equation*}
S_{Q^{*}, \xi_{n}} \leq \prod_{i=1}^{N} M_{3}=M_{3}^{N}:=K_{3}<\infty \tag{31}
\end{equation*}
$$

Hence, by (26), (28), and (31), the proof is done.
Next, we state
Theorem 6 Let $m, n \in \mathbb{N}, f \in C^{m}\left(\mathbb{R}^{N}\right), N \geq 1$, and $\gamma, \xi_{n} \in(0,1]$. Assume $\left\|\frac{\partial^{m} f(\cdot, \ldots, \cdot)}{\partial x_{1}^{\alpha_{1}} \ldots \partial x_{N}^{N_{N}}}\right\|_{\infty}<\infty$, for all $\alpha_{j} \in \mathbb{Z}^{+}, j=1, \ldots, N:|\alpha|:=\sum_{j=1}^{N} \alpha_{j}=m$. Then, for all $x \in \mathbb{R}^{N}$, we have
(i)

$$
\begin{equation*}
P_{r, n}^{*[m]}(f ; x)-f(x)=\sum_{\tilde{j}=1}^{m-1} \delta_{\tilde{j}, r}^{[m]}\left(\sum_{|\alpha|=\widetilde{j}} \frac{c_{\alpha, n, \tilde{j}} f_{\alpha}(x)}{\left(\prod_{i=1}^{N} \alpha_{i}!\right)}\right)+o\left(\xi_{n}^{m-\gamma}\right), \tag{32}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
W_{r, n}^{*[m]}(f ; x)-f(x)=\sum_{\tilde{j}=1}^{m-1} \delta_{\tilde{j}, r}^{[m]}\left(\sum_{|\alpha|=\widetilde{j}} \frac{p_{\alpha, n, \tilde{j}} f_{\alpha}(x)}{\left(\prod_{i=1}^{N} \alpha_{i}!\right)}\right)+o\left(\xi_{n}^{m-\gamma}\right), \tag{33}
\end{equation*}
$$

and
(iii)

$$
\begin{equation*}
Q_{r, n}^{*[m]}(f ; x)-f(x)=\sum_{\tilde{j}=1}^{m-1} \delta_{\tilde{j}, r}^{[m]}\left(\sum_{|\alpha|=\widetilde{j}} \frac{q_{\alpha, n, \tilde{j}} f_{\alpha}(x)}{\left(\prod_{i=1}^{N} \alpha_{i}!\right)}\right)+o\left(\xi_{n}^{m-\gamma}\right), \tag{34}
\end{equation*}
$$

where $\hat{\alpha} \in \mathbb{N}$, and $\beta>\frac{m+1}{2 \hat{\alpha}}$. Above when $m=1$, the sums on R.H.S. collapse. Proof By Theorem 1 and Proposition 5.

We have

Theorem 7 Let $f \in C^{l}\left(\mathbb{R}^{N}\right), l, N \in \mathbb{N}$. Here $\mu_{\xi_{n}}$ is a Borel probability measure on $\mathbb{R}^{N}, \xi_{n}>0,\left(\xi_{n}\right)_{n \in \mathbb{N}}$ a bounded sequence. Let $\tilde{\beta}:=\left(\tilde{\beta}_{1}, \ldots, \tilde{\beta}_{N}\right), \tilde{\beta}_{i} \in \mathbb{Z}^{+}, i=$ $1, \ldots, N ;|\tilde{\beta}|:=\sum_{i=1}^{N} \tilde{\beta}_{i}=l$. Here $f(x+v j), x \in \mathbb{R}^{N}, v \in \mathbb{Z}^{N}$, is $\mu_{\xi_{n}}$-integrable with respect to $v$, for $j=1, \ldots, r$. There exist $\mu_{\xi_{n}}$-integrable functions $h_{i_{1}, j}, h_{\tilde{\beta}_{1}, i_{2}, j}$, $h_{\tilde{\beta}_{1}, \tilde{\beta}_{2}, i_{3}, j}, \ldots, h_{\tilde{\beta}_{1}, \tilde{\beta}_{2}, \ldots, \tilde{\beta}_{N-1}, i_{N}, j} \geq 0(j=1, \ldots, r)$ on $\mathbb{R}^{N}$ such that

$$
\begin{aligned}
& \left|\frac{\partial^{i_{1}} f(x+v j)}{\partial x_{1}^{i_{1}}}\right| \leq h_{i_{1}, j}(v), i_{1}=1, \ldots, \tilde{\beta}_{1}, \\
& \left|\frac{\partial^{\tilde{\beta}_{1}+i_{2}} f(x+v j)}{\partial x_{2}^{i_{2}} \partial x_{1}^{\tilde{\beta}_{1}}}\right| \leq h_{\tilde{\beta}_{1}, i_{2}, j}(v), i_{2}=1, \ldots, \tilde{\beta}_{2}, \\
& \vdots \\
& \left|\frac{\partial^{\tilde{\beta}_{1}+\tilde{\beta}_{2}+\cdots+\tilde{\beta}_{N-1}+i_{N}} f(x+v j)}{\partial x_{N}^{i_{N}} \partial x_{N-1}^{\tilde{\beta}_{N-1}} \ldots \partial x_{2}^{\tilde{\beta}_{2}} \partial x_{1}^{\tilde{\beta}_{1}}}\right| \leq h_{\tilde{\beta}_{1}, \tilde{\beta}_{2}, \ldots, \tilde{\beta}_{N-1}, i_{N}, j}(v), i_{N}=1, \ldots, \tilde{\beta}_{N}, \\
& \forall x \in \mathbb{R}^{N}, v \in \mathbb{Z}^{N} . \\
& \text { (i) When }
\end{aligned}
$$

$$
\begin{equation*}
\mu_{\xi_{n}}(v)=\frac{e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N} v_{v_{i}} \mid}{\xi_{n}}}} \tag{36}
\end{equation*}
$$

then both of the next exist and

$$
\begin{equation*}
\left(P_{r, n}^{*[m]}(f ; x)\right)_{\tilde{\beta}}=P_{r, n}^{*[m]}\left(f_{\tilde{\beta}} ; x\right) . \tag{37}
\end{equation*}
$$

(ii) When

$$
\begin{equation*}
\mu_{\xi_{n}}(v)=\frac{e^{-\frac{\sum_{i=1}^{N} v_{i}^{2}}{\xi n}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N} v_{i}^{2}}{\xi_{n}}}}, \tag{38}
\end{equation*}
$$

then both of the next exist and

$$
\begin{equation*}
\left(W_{r, n}^{*[m]}(f ; x)\right)_{\tilde{\beta}}=W_{r, n}^{*[m]}\left(f_{\tilde{\beta}} ; x\right) . \tag{39}
\end{equation*}
$$

(iii) Let $\hat{\alpha} \in \mathbb{N}$ and $\beta>\frac{1}{\hat{\alpha}}$. When

$$
\begin{equation*}
\mu_{\xi_{n}}(v)=\frac{\prod_{i=1}^{N}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} \prod_{i=1}^{N}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}} \tag{40}
\end{equation*}
$$

then both of the next exist and

$$
\begin{equation*}
\left(Q_{r, n}^{*[m]}(f ; x)\right)_{\tilde{\beta}}=Q_{r, n}^{*[m]}\left(f_{\tilde{\beta}} ; x\right) \tag{41}
\end{equation*}
$$

## Proof By Theorem 2.

We give our final result as follows
Theorem 8 Let $f \in C^{m+l}\left(\mathbb{R}^{N}\right)$, $m, l, N \in \mathbb{N}$. Assumptions of Theorem 7 are valid. Call $\psi=0, \tilde{\beta}$. Assume $\left\|f_{\psi+\alpha}\right\|_{\infty} \leq M, M>0$, for all $\alpha:|\alpha|=m$. Let $1 \geq \xi_{n}>0$ and $\mu_{\xi_{n}}$ be probability Borel measures on $\mathbb{R}^{N}$. Also, let $0<\gamma \leq 1$ and $x \in \mathbb{R}^{N}$. Then
(i) when

$$
\begin{equation*}
\mu_{\xi_{n}}(v)=\frac{e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\xi \xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N}\left|v_{i}\right|}{\frac{\xi_{n}}{n}}}} \tag{42}
\end{equation*}
$$

we get

$$
\begin{equation*}
\left(P_{r, n}^{*[m]}(f ; x)\right)_{\psi}-f_{\psi}(x)=\sum_{\tilde{j}=1}^{m-1} \delta_{\tilde{j}, r}^{[m]}\left(\sum_{|\alpha|=\tilde{j}} \frac{c_{\alpha, n, \tilde{j}} f_{\psi+\alpha}(x)}{\left(\prod_{i=1}^{N} \alpha_{i}!\right)}\right)+o\left(\xi_{n}^{m-\gamma}\right) . \tag{43}
\end{equation*}
$$

When $m=1$ the sum on R.H.S. collapses.
(ii) When

$$
\begin{equation*}
\mu_{\xi_{n}}(v)=\frac{e^{-\frac{\sum_{i=1}^{N} v_{i}^{2}}{\xi_{n}}}}{\sum_{v_{1}=-\infty}^{\infty} \cdots \sum_{v_{N}=-\infty}^{\infty} e^{-\frac{\sum_{i=1}^{N} v_{i}^{2}}{\xi_{n}}}} \tag{44}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left(W_{r, n}^{*[m]}(f ; x)\right)_{\psi}-f_{\psi}(x)=\sum_{\tilde{j}=1}^{m-1} \delta_{\tilde{j}, r}^{[m]}\left(\sum_{|\alpha|=\tilde{j}} \frac{p_{\alpha, n, \tilde{j}} f_{\psi+\alpha}(x)}{\left(\prod_{i=1}^{N} \alpha_{i}!\right)}\right)+o\left(\xi_{n}^{m-\gamma}\right) . \tag{45}
\end{equation*}
$$

When $m=1$ the sum on R.H.S. collapses.
(iii) Let $\hat{\alpha} \in \mathbb{N}$, and $\beta>\frac{m+1}{2 \hat{\alpha}}$. When

$$
\begin{equation*}
\mu_{\xi_{n}}(\nu)=\frac{\prod_{i=1}^{N}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}}{\sum_{v_{1}=-\infty}^{\infty} \ldots \sum_{v_{N}=-\infty}^{\infty} \prod_{i=1}^{N}\left(v_{i}^{2 \hat{\alpha}}+\xi_{n}^{2 \hat{\alpha}}\right)^{-\beta}}, \tag{46}
\end{equation*}
$$

we get

$$
\begin{equation*}
\left(Q_{r, n}^{*[m]}(f ; x)\right)_{\psi}-f_{\psi}(x)=\sum_{\tilde{j}=1}^{m-1} \delta_{\tilde{j}, r}^{[m]}\left(\sum_{|\alpha|=\widetilde{j}} \frac{q_{\alpha, n, \tilde{j}} f_{\psi+\alpha}(x)}{\left(\prod_{i=1}^{N} \alpha_{i}!\right)}\right)+o\left(\xi_{n}^{m-\gamma}\right) . \tag{47}
\end{equation*}
$$

When $m=1$ the sum on R.H.S. collapses.
Proof By Theorems 6, 7.

## 4 Applications

For $m=1$, we have
Corollary 9 Let $f \in C^{1}\left(\mathbb{R}^{N}\right), \quad N \geq 1$, with all $\left\|\frac{\partial f}{\partial x_{i}}\right\|_{\infty} \leq M, \quad M>0, \quad i=$ $1, \ldots, N$. Let $1 \geq \xi_{n}>0,\left(\xi_{n}\right)_{n \in \mathbb{N}}$ bounded sequence, $\mu_{\xi_{n}}$ probability Borel measures on $\mathbb{R}^{N}$ and $0<\gamma \leq 1$. Then

$$
\begin{gathered}
P_{r, n}^{*[1]}(f ; x)-f(x)=o\left(\xi_{n}^{1-\gamma}\right), \\
W_{r, n}^{*[1]}(f ; x)-f(x)=o\left(\xi_{n}^{1-\gamma}\right),
\end{gathered}
$$

and for $\hat{\alpha} \in \mathbb{N}$, and $\beta>\frac{1}{\hat{\alpha}}$, we have

$$
Q_{r, n}^{*[1]}(f ; x)-f(x)=o\left(\xi_{n}^{1-\gamma}\right) .
$$

Proof By Theorem 6.
For $m=2$, we get

Corollary 10 Let $f \in C^{2}\left(\mathbb{R}^{2}\right)$, with all $\left\|\frac{\partial^{2} f}{\partial x_{1}^{2}}\right\|_{\infty},\left\|\frac{\partial^{2} f}{\partial x_{2}^{2}}\right\|_{\infty},\left\|\frac{\partial^{2} f}{\partial x_{1} \partial x_{2}}\right\|_{\infty} \leq M$, $M>0$. Let $1 \geq \xi_{n}>0,\left(\xi_{n}\right)_{n \in \mathbb{N}}$ bounded sequence, $\mu_{\xi_{n}}$ probability Borel measures on $\mathbb{R}^{2}$. Also $0<\gamma \leq 1, x \in \mathbb{R}^{2}$. Then

$$
\begin{aligned}
& P_{r, n}^{*[2]}(f ; x)-f(x)=\left(\sum_{j=1}^{r} \alpha_{j, r}^{[2]} j\right)\left(\sum_{|\alpha|=1} \frac{c_{\alpha, n, 1} f_{\alpha}(x)}{\left(\prod_{i=1}^{2} \alpha_{i}!\right)}\right)+o\left(\xi_{n}^{2-\gamma}\right), \\
& W_{r, n}^{*[2]}(f ; x)-f(x)=\left(\sum_{j=1}^{r} \alpha_{j, r}^{[2]} j\right)\left(\sum_{|\alpha|=1} \frac{p_{\alpha, n, 1} f_{\alpha}(x)}{\left(\prod_{i=1}^{2} \alpha_{i}!\right)}\right)+o\left(\xi_{n}^{2-\gamma}\right),
\end{aligned}
$$

and for $\hat{\alpha} \in \mathbb{N}$, and $\beta>\frac{3}{2 \hat{\alpha}}$, we have

$$
Q_{r, n}^{*[2]}(f ; x)-f(x)=\left(\sum_{j=1}^{r} \alpha_{j, r}^{[2]} j\right)\left(\sum_{|\alpha|=1} \frac{q_{\alpha, n, 1} f_{\alpha}(x)}{\left(\prod_{i=1}^{2} \alpha_{i}!\right)}\right)+o\left(\xi_{n}^{2-\gamma}\right) .
$$

## Proof By Theorem 6.
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# Variational Analysis of a Quasistatic Contact Problem 

Mircea Sofonea


#### Abstract

We start by proving an existence and uniqueness result for a new class of variational inequalities which arise in the study of quasistatic models of contact. The novelty lies in the special structure of these inequalities which involve historydependent operators. The proof is based on arguments of monotonicity, convexity and fixed point. Then, we consider a mathematical model which describes the frictional contact between an elastic-viscoplastic body and a moving foundation. The mechanical process is assumed to be quasistatic, and the contact is modeled with a multivalued normal compliance condition with unilateral constraint and memory term, associated to a sliding version of Coulomb's law of dry friction. We prove that the model casts in the abstract setting of variational inequalities, with a convenient choice of spaces and operators. Further, we apply our abstract result to prove the unique weak solvability of the contact model.


## 1 Introduction

Contact phenomena involving deformable bodies abound in industry and everyday life. They lead to nonsmooth and nonlinear mathematical problems. Their analysis, including existence and uniqueness results, was carried out in a large number of works, see for instance $[3,4,6,9,16,17]$ and the references therein. The numerical analysis of the problems, including error estimation for discrete schemes and numerical simulations, can be found in [10, 11, 13, 14, 22]. The state of the art in the field, including applications in engineering, could be found in the recent special issue [15].

The study of both the qualitative and numerical analysis of various mathematical models of contact is made by using various mathematical tools, including the theory of variational inequalities. At the heart of this theory is the intrinsic inclusion of free boundaries in an elegant mathematical formulation. Existence and uniqueness

[^16]results in the study of variational inequalities can be found in $[1,2,12,16,20]$, for instance. References concerning their numerical analysis of include [5, 11, 13].

The large variety of frictional or frictionless models of quasistatic contact led to different classes of time-dependent or evolutionary variational inequalities which, on occasion, have been studied in an abstract framework. Examples could be found in [7, 8, 19, 20]. Nevertheless, it was recently recognized that some models of contact lead to weak formulations expressed in terms of variational inequalities which are more general than those studied in the above-mentioned papers. Therefore, in order to prove the unique solvability of these models, there is a need to extend these results to a more general classes of inequalities.

The first aim of the present paper is to provide such extension. Thus, we provide here an abstract existence and uniqueness result in the study of a new class of historydependent variational inequalities. Our second aim is to illustrate how this result is useful in the analysis of a new model of contact with viscoplastic materials.

The rest of the paper is structured as follows. In Sect. 2, we introduce some notation and preliminary material. Then, we state and prove our main abstract result, Theorem 2. In Sect. 3 and we describe the frictional contact problem, list the assumption on the data, derive its variational formulation and state its unique weak solvability, Theorem 3. The proof of Theorem 3, based on the abstract result provided by Theorem 2, is presented in Sect. 4.

## 2 An Abstract Existence and Uniqueness Result

Everywhere in this paper, we use the notation $\mathbb{N}$ for the set of positive integers and $\mathbb{R}_{+}$will represent the set of nonnegative real numbers, i.e. $\mathbb{R}_{+}=[0,+\infty)$. For a normed space $\left(X,\|\cdot\|_{X}\right)$ we use the notation $C\left(\mathbb{R}_{+} ; X\right)$ for the space of continuously functions defined on $\mathbb{R}_{+}$with values in $X$. For a subset $K \subset X$ we still use the symbol $C\left(\mathbb{R}_{+} ; K\right)$ for the set of continuous functions defined on $\mathbb{R}_{+}$with values on $K$. The following result, obtained in [18], will be used twice in this paper.

Theorem 1 Let $\left(X,\|\cdot\|_{X}\right)$ be a real Banach space and let $\Lambda: C\left(\mathbb{R}_{+} ; X\right) \rightarrow$ $C\left(\mathbb{R}_{+} ; X\right)$ be a nonlinear operator. Assume that for all $n \in \mathbb{N}$ there exist two constants $c_{n} \geq 0$ and $d_{n} \in[0,1)$ such that

$$
\|\Lambda u(t)-\Lambda v(t)\|_{X} \leq c_{n} \int_{0}^{t}\|u(s)-v(s)\|_{X} d s+d_{n}\|u(t)-v(t)\|_{X}
$$

for all $u, v \in C\left(\mathbb{R}_{+} ; X\right)$ and all $t \in[0, n]$. Then the operator $\Lambda$ has a unique fixed point $\eta^{*} \in C\left(\mathbb{R}_{+} ; X\right)$.

The proof of Theorem 1 was carried out in several steps, based on the fact that the space $C\left(\mathbb{R}_{+} ; X\right)$ can be organized as a Fréchet space with a convenient distance function.

We assume in what follows that $X$ is real Hilbert space and $Y$ is a real normed space. Let $K$ be a subset of $X, A: K \subset X \rightarrow X$ and $\mathscr{S}: C\left(\mathbb{R}_{+} ; X\right) \rightarrow C\left(\mathbb{R}_{+} ; Y\right)$. Moreover, let $j: Y \times X \times K \rightarrow \mathbb{R}$ and $f: \mathbb{R}_{+} \rightarrow X$. We consider the following assumptions.
$K$ is a closed, convex, nonempty subset of $X$.
(a) There exists $L>0$ such that

$$
\begin{equation*}
\left\|A u_{1}-A u_{2}\right\|_{X} \leq L\left\|u_{1}-u_{2}\right\|_{Y} \quad \forall u_{1}, u_{2} \in K \tag{2}
\end{equation*}
$$

(b) There exists $m>0$ such that $\left(A u_{1}-A u_{2}, u_{1}-u_{2}\right)_{X} \geq m\left\|u_{1}-u_{2}\right\|_{X}^{2} \quad \forall u_{1}, u_{2} \in K$.
(a) For all $y \in Y$ and $u \in X, j(y, u, \cdot)$ is convex and l.s.c on $K$.
(b) There exists $\alpha>0$ and $\beta>0$ such that

$$
\begin{align*}
& j\left(y_{1}, u_{1}, v_{2}\right)-j\left(y_{1}, u_{1}, v_{1}\right)+j\left(y_{2}, u_{2}, v_{1}\right)-j\left(y_{2}, u_{2}, v_{2}\right)  \tag{3}\\
& \quad \leq \alpha\left\|y_{1}-y_{2}\right\|_{Y}\left\|v_{1}-v_{2}\right\|_{X}+\beta\left\|u_{1}-u_{2}\right\|_{X}\left\|v_{1}-v_{2}\right\|_{X} \\
& \forall y_{1}, y_{2} \in Y, \forall u_{1}, u_{2} \in X, \forall v_{1}, v_{2} \in K .
\end{align*}
$$

For all $n \in \mathbb{N}$ there exists $s_{n}>0$ such that
$\left\|\mathscr{S} u_{1}(t)-\mathscr{S} u_{2}(t)\right\|_{Y} \leq s_{n} \int_{0}^{t}\left\|u_{1}(s)-u_{2}(s)\right\|_{X} d s$
$\forall u_{1}, u_{2} \in C\left(\mathbb{R}_{+} ; X\right), \forall t \in[0, n]$.

$$
\begin{equation*}
f \in C\left(\mathbb{R}_{+} ; X\right) \tag{5}
\end{equation*}
$$

Concerning these assumptions we have the following comments. First, assumption (2) show that $A$ is a Lipschitz continuous strongly monotone operator on $K$. Next, in (3) we use the abbreviation l.s.c. for a lower semicontinuous function. Finally, following the terminology introduced in [19] and used in various papers, condition (4) show that the operator $\mathscr{S}$ is a history-dependent operator. Example of operators which satisfies this condition could be find in [19, 20]. Variational inequalities involving history-dependent operators are also called history-dependent variational inequalities. In their study we have the following existence and uniqueness result.

Theorem 2 Assume that (1)-(5) hold. Moreover, assume that

$$
\begin{equation*}
m>\beta, \tag{6}
\end{equation*}
$$

where $m$ and $\beta$ are the constants in (2) and (3), respectively. Then, there exists a unique function $u \in C\left(\mathbb{R}_{+} ; K\right)$ such that, for all $t \in \mathbb{R}_{+}$, the following inequality holds:

$$
\begin{align*}
& u(t) \in K, \quad(A u(t), v-u(t))_{X}+j(\mathscr{S} u(t), u(t), v)  \tag{7}\\
& \quad-j(\mathscr{S} u(t), u(t), u(t)) \geq(f(t), v-u(t))_{X} \quad \forall v \in K .
\end{align*}
$$

Proof The proof of Theorem 2 is based on argument similar to those presented in [19] and, for this reason, we skip the details. The main step in the proof are the followings.
(i) Let $\eta \in C\left(\mathbb{R}_{+} ; X\right)$ be fixed and denote by $y_{\eta} \in C\left(\mathbb{R}_{+} ; Y\right)$ the function given by

$$
\begin{equation*}
y_{\eta}(t)=\mathscr{S} \eta(t) \quad \forall t \in \mathbb{R}_{+} \tag{8}
\end{equation*}
$$

In the first step we use standard arguments on time-dependent elliptic variational inequalities to prove that there exists a unique function $u_{\eta} \in C\left(\mathbb{R}_{+} ; K\right)$ such that, for all $t \in \mathbb{R}_{+}$, the following inequality holds:

$$
\begin{align*}
& u_{\eta}(t) \in K, \quad\left(A u_{\eta}(t), v-u_{\eta}(t)\right)_{X}+j\left(y_{\eta}(t), \eta(t), v\right)  \tag{9}\\
& \quad-j\left(z_{\eta}(t), \eta(t), u_{\eta}(t)\right) \geq\left(f(t), v-u_{\eta}(t)\right)_{X} \quad \forall v \in K .
\end{align*}
$$

(ii) Next, in the second step, we consider the operator $\Lambda: C\left(\mathbb{R}_{+} ; X\right) \rightarrow C\left(\mathbb{R}_{+} ; K\right)$ $\subset C\left(\mathbb{R}_{+} ; X\right)$ defined by equality

$$
\begin{equation*}
\Lambda \eta=u_{\eta} \quad \forall \eta \in C\left(\mathbb{R}_{+} ; X\right) \tag{10}
\end{equation*}
$$

and we prove that it has a unique fixed point $\eta^{*} \in C\left(\mathbb{R}_{+} ; K\right)$. Indeed, let $\eta_{1}, \eta_{2} \in$ $C\left(\mathbb{R}_{+} ; X\right)$, and let $y_{i}$, be the functions defined by (8) for $\eta=\eta_{i}$, i.e. $y_{i}=y_{\eta_{i}}$, for $i=1,2$. Also, denote by $u_{i}$ the solution of the variational inequality (9) for $\eta=\eta_{i}$, i.e. $u_{i}=u_{\eta_{i}}, i=1,2$. Let $n \in \mathbb{N}$ and $t \in[0, n]$. Then, using (9), (2) and (3) is easy to see that

$$
\begin{equation*}
m\left\|u_{1}(t)-u_{2}(t)\right\|_{X} \leq \alpha\left\|y_{1}(t)-y_{2}(t)\right\|_{Y}+\beta\left\|\eta_{1}(t)-\eta_{2}(t)\right\|_{X} \tag{11}
\end{equation*}
$$

Moreover, by the assumptions (4) on the operator $\mathscr{S}$ one has

$$
\begin{equation*}
\left\|y_{1}(t)-y_{2}(t)\right\|_{Y}=\left\|\mathscr{S} \eta_{1}(t)-\mathscr{S} \eta_{2}(t)\right\|_{Y} \leq s_{n} \int_{0}^{t}\left\|\eta_{1}(s)-\eta_{2}(s)\right\|_{X} d s \tag{12}
\end{equation*}
$$

Thus, using (10)-(12) yields

$$
\begin{aligned}
& \left\|\Lambda \eta_{1}(t)-\Lambda \eta_{2}(t)\right\|_{X}=\left\|u_{1}(t)-u_{2}(t)\right\|_{X} \\
& \quad \leq \frac{\alpha s_{n}}{m} \int_{0}^{t}\left\|\eta_{1}(s)-\eta_{2}(s)\right\|_{X} d s+\frac{\beta}{m}\left\|\eta_{1}(t)-\eta_{2}(t)\right\|_{X}
\end{aligned}
$$

which, together with the smallness assumption (6) and Theorem 1, implies that the operator $\Lambda$ has a unique fixed point $\eta^{*} \in C\left(\mathbb{R}_{+} ; X\right)$. Moreover, since $\Lambda$ has values on $C\left(\mathbb{R}_{+} ; K\right)$, we deduce that $\eta^{*} \in C\left(\mathbb{R}_{+} ; K\right)$.
(iii) Let $\eta^{*} \in C\left(\mathbb{R}_{+} ; K\right)$ be the fixed point of the operator $\Lambda$. It follows from (8) and (10) that

$$
\begin{equation*}
y_{\eta^{*}}(t)=\mathscr{S} \eta^{*}(t), \quad u_{\eta^{*}}(t)=\eta^{*}(t) . \tag{13}
\end{equation*}
$$

for all $t \in \mathbb{R}_{+}$. Now, letting $\eta=\eta^{*}$ in the inequality (9) and using (13) we conclude that $\eta^{*} \in C\left(\mathbb{R}_{+} ; K\right)$ is a solution to the variational inequality (7). This proves the existence part in Theorem 2.
(iv) The uniqueness part is a consequence of the uniqueness of the fixed point of the operator $\Lambda$ and can be proved as follows. Denote by $\eta^{*} \in C\left(\mathbb{R}_{+} ; K\right)$ the solution of the variational inequality (7) obtained above, and let $\eta \in C\left(\mathbb{R}_{+} ; K\right)$ be a different solution of this inequality, which implies that

$$
\begin{align*}
& (A \eta(t), v-\eta(t))_{X}+j(\mathscr{S} \eta(t), \eta(t), v)  \tag{14}\\
& \quad-j(\mathscr{S} \eta(t), \eta(t), \eta(t)) \geq(f(t), v-\eta(t))_{X} \quad \forall v \in K, t \in \mathbb{R}_{+} .
\end{align*}
$$

Letting $y_{\eta}=\mathscr{S}_{\eta} \in C\left(\mathbb{R}_{+} ; Y\right)$, inequality (14) implies that $\eta$ is solution to the variational inequality (9). On the other hand, by step (i) this inequality has a unique solution $u_{\eta}$ and, therefore,

$$
\begin{equation*}
\eta=u_{\eta} . \tag{15}
\end{equation*}
$$

This shows that $\Lambda \eta=\eta$ where $\Lambda$ is the operator defined by (10). Therefore, by Step (i) it follows that $\eta=\eta^{*}$, which concludes proof.

## 3 The Contact Model and Main Result

We turn now to an application of Theorem 2 in Contact Mechanics and, to this end, we start by presenting some notations and preliminaries. Let $\Omega$ a regular domain of $\mathbb{R}^{d}(d=2,3)$ with surface $\Gamma$ that is partitioned into three disjoint measurable parts $\Gamma_{1}, \Gamma_{2}$ and $\Gamma_{3}$, such that meas $\left(\Gamma_{1}\right)>0$ and, in addition, $\Gamma_{3}$ is plane. We use the notation $\mathbf{x}=\left(x_{i}\right)$ for a typical point in $\Omega$ and $\boldsymbol{v}=\left(v_{i}\right)$ for the outward unit normal at $\Gamma$. In order to simplify the notation, we do not indicate explicitly the dependence of various functions on the spatial variable $\mathbf{x}$. Let $\mathbb{R}^{d}$ be $d$-dimensional real linear space and the let $\mathbb{S}^{d}$ denote the space of second order symmetric tensors on $\mathbb{R}^{d}$ or, equivalently, the space of symmetric matrices of order $d$. The canonical inner products and the corresponding norms on $\mathbb{R}^{d}$ and $\mathbb{S}^{d}$ are given by

$$
\begin{aligned}
\mathbf{u} \cdot \mathbf{v} & =u_{i} v_{i}, \quad\|\mathbf{v}\|=(\mathbf{v} \cdot \mathbf{v})^{1 / 2} & \forall \mathbf{u}=\left(u_{i}\right), \mathbf{v}=\left(v_{i}\right) \in \mathbb{R}^{d}, \\
\boldsymbol{\sigma} \cdot \boldsymbol{\tau} & =\sigma_{i j} \tau_{i j}, \quad\|\boldsymbol{\tau}\|=(\boldsymbol{\tau} \cdot \boldsymbol{\tau})^{1 / 2} & \forall \boldsymbol{\sigma}=\left(\sigma_{i j}\right), \boldsymbol{\tau}=\left(\tau_{i j}\right) \in \mathbb{S}^{d},
\end{aligned}
$$

respectively. Here and below the indices $i, j, k, l$ run between 1 and $d$ and, unless stated otherwise, the summation convention over repeated indices is used.

We use standard notation for the Lebesgue and the Sobolev spaces associated to $\Omega$ and $\Gamma$. Also, we introduce the spaces

$$
\begin{aligned}
& V=\left\{\mathbf{v}=\left(v_{i}\right) \in H^{1}(\Omega)^{d}: \mathbf{v}=\mathbf{0} \text { a.e. on } \Gamma_{1}\right\}, \\
& Q=\left\{\boldsymbol{\tau}=\left(\tau_{i j}\right) \in L^{2}(\Omega)^{d \times d}: \tau_{i j}=\tau_{j i}\right\}, \\
& Q_{1}=\left\{\boldsymbol{\tau}=\left(\tau_{i j}\right) \in Q: \operatorname{Div} \boldsymbol{\tau} \in L^{2}(\Omega)^{d}\right\} .
\end{aligned}
$$

Here and below $\operatorname{Div} \boldsymbol{\tau}=\left(\tau_{i j, j}\right)$ denotes the divergence of the field $\boldsymbol{\tau}$, where the index that follows a coma indicates a partial derivative with the corresponding component of the spatial variable $\mathbf{x}$, i.e. $\tau_{i j, j}=\partial \tau_{i j} / \partial x_{j}$. The spaces $Q$ and $Q_{1}$ are real Hilbert spaces with the canonical inner products given by

$$
\begin{aligned}
& (\boldsymbol{\sigma}, \boldsymbol{\tau})_{Q}=\int_{\Omega} \boldsymbol{\sigma} \cdot \boldsymbol{\tau} d x \quad \forall \boldsymbol{\sigma}, \boldsymbol{\tau} \in Q \\
& (\boldsymbol{\sigma}, \boldsymbol{\tau})_{Q_{1}}=\int_{\Omega} \boldsymbol{\sigma} \cdot \boldsymbol{\tau} d x+\int_{\Omega} \operatorname{Div} \boldsymbol{\sigma} \cdot \operatorname{Div} \boldsymbol{\tau} d x \quad \forall \boldsymbol{\sigma}, \boldsymbol{\tau} \in Q_{1} .
\end{aligned}
$$

In addition, since meas $\left(\Gamma_{1}\right)>0$, it is well known that $V$ is a real Hilbert space with the inner product

$$
(\mathbf{u}, \mathbf{v})_{V}=\int_{\Omega} \boldsymbol{\varepsilon}(\mathbf{u}) \cdot \boldsymbol{\varepsilon}(\mathbf{v}) d x \quad \forall \mathbf{u}, \mathbf{v} \in V
$$

where $\boldsymbol{\varepsilon}$ is the deformation operator, i.e. $\boldsymbol{\varepsilon}(\mathbf{u})=\varepsilon_{i j}(\mathbf{u}), \varepsilon_{i j}(\mathbf{u})=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right)$, $u_{i, j}=\partial u_{i} / \partial x_{j}$. The associated norms on the spaces $V, Q$ and $Q_{1}$ will be denoted by $\|\cdot\|_{V},\|\cdot\|_{Q}$ and $\|\cdot\|_{Q_{1}}$, respectively.

For all $\mathbf{v} \in V$ we still write $\mathbf{v}$ for the trace of $\mathbf{v}$ to $\Gamma$. We recall that, by the Sobolev trace theorem, there exists a positive constant $c_{0}$ which depends on $\Omega, \Gamma_{1}$ and $\Gamma_{3}$ such that

$$
\begin{equation*}
\|\mathbf{v}\|_{L^{2}\left(\Gamma_{3}\right)^{d}} \leq c_{0}\|\mathbf{v}\|_{V} \quad \forall \mathbf{v} \in V \tag{16}
\end{equation*}
$$

For $\mathbf{v} \in V$ we denote by $v_{v}$ and $\mathbf{v}_{\tau}$ the normal and tangential components of $\mathbf{v}$ on $\Gamma$, in the sense of traces, given by $v_{v}=\mathbf{v} \cdot \boldsymbol{v}, \quad \mathbf{v}_{\tau}=\mathbf{v}-v_{v} \boldsymbol{v}$. Moreover, for $\sigma \in Q_{1}$ we denote by $\sigma_{v} \in H^{-\frac{1}{2}}(\Gamma)$ its normal component, in the sense of traces. Let $R: H^{-\frac{1}{2}}(\Gamma) \rightarrow L^{2}(\Gamma)$ be a linear continuous operator. Then, there exists a positive constant $c_{R}>0$ which depends on $R, \Omega$ and $\Gamma_{3}$ such that

$$
\begin{equation*}
\left\|R \sigma_{\nu}\right\|_{L^{2}\left(\Gamma_{3}\right)} \leq c_{R}\|\boldsymbol{\sigma}\|_{Q_{1}} \quad \forall \boldsymbol{\sigma} \in Q_{1} \tag{17}
\end{equation*}
$$

Next, we recall that if $\sigma$ is a regular function, then its normal and tangential components of the stress field $\sigma$ on the boundary are defined by $\sigma_{\nu}=(\boldsymbol{\sigma} \boldsymbol{v}) \cdot \boldsymbol{v}, \sigma_{\tau}=$ $\boldsymbol{\sigma} \boldsymbol{v}-\sigma_{\nu} \boldsymbol{v}$ and the following Green's formula holds:

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{\sigma} \cdot \boldsymbol{\varepsilon}(\mathbf{v}) d x+\int_{\Omega} \operatorname{Div} \boldsymbol{\sigma} \cdot \mathbf{v} d x=\int_{\Gamma} \boldsymbol{\sigma} \boldsymbol{v} \cdot \mathbf{v} d a \quad \forall \mathbf{v} \in V . \tag{18}
\end{equation*}
$$

With these notation, we formulate the following problem.
Problem $\mathscr{P}$. Find a displacement field $\mathbf{u}=\left(u_{i}\right): \Omega \times \mathbb{R}_{+} \rightarrow \mathbb{R}^{d}$ and a stress field $\boldsymbol{\sigma}=\left(\sigma_{i j}\right): \Omega \times \mathbb{R}_{+} \rightarrow \mathbb{S}^{d}$ such that

$$
\begin{align*}
\dot{\boldsymbol{\sigma}}(t)=\mathscr{E} \boldsymbol{\varepsilon}(\dot{\mathbf{u}}(t))+\mathscr{G}(\boldsymbol{\sigma}(t), \boldsymbol{\varepsilon}(\mathbf{u}(t)) & \text { in } \Omega,  \tag{19}\\
\operatorname{Div} \boldsymbol{\sigma}(t)+\mathbf{f}_{0}=\mathbf{0} & \text { in } \Omega,  \tag{20}\\
\mathbf{u}(t)=\mathbf{0} & \text { on } \Gamma_{1},  \tag{21}\\
\boldsymbol{\sigma}(t) \boldsymbol{v}=\mathbf{f}_{2}(t) & \text { on } \Gamma_{2},  \tag{22}\\
-\boldsymbol{\sigma}_{\tau}(t)=\mu\left|R \sigma_{v}(t)\right| \mathbf{n}^{*} & \text { on } \Gamma_{3}, \tag{23}
\end{align*}
$$

for all $t \in \mathbb{R}_{+}$, there exists $\xi: \Gamma_{3} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ which satisfies

$$
\left\{\begin{array}{l}
u_{v}(t) \leq g, \quad \sigma_{v}(t)+p\left(u_{v}(t)\right)+\xi(t) \leq 0,  \tag{24}\\
\left(u_{v}(t)-g\right)\left(\sigma_{v}(t)+p\left(u_{v}(t)\right)+\xi(t)\right)=0, \\
0 \leq \xi(t) \leq F\left(\int_{0}^{t} u_{v}^{+}(s) d s\right), \\
\xi(t)=0 \text { if } u_{v}(t)<0, \\
\xi(t)=F\left(\int_{0}^{t} u_{v}^{+}(s) d s\right) \text { if } u_{v}(t)>0
\end{array}\right.
$$

for all $t \in \mathbb{R}_{+}$and, moreover,

$$
\begin{equation*}
\mathbf{u}(0)=\mathbf{u}_{0}, \quad \sigma(0)=\sigma_{0} \quad \text { in } \Omega . \tag{25}
\end{equation*}
$$

Problem $\mathscr{P}$ represents a mathematical model which describes the quasistatic process of contact between a viscoplastic body and a moving foundation. Here $\Omega$ represents the reference configuration of a the body and the dot above denotes the derivative with respect the time variable, i.e. $\dot{f}=\frac{\partial f}{\partial t}$. Equation (19) represents the viscoplastic constitutive law. Details and various mechanical interpretation concerning such kind of laws can be found in [9, 20], for instance. Equation (20) represents the equation of equilibrium in which $\mathbf{f}_{0}$ denotes the density of body forces, assumed to be time-independent. We use this equation since the process is quasistatic and, therefore, the inertial term in the equation of motion is neglected. Conditions (21) and (22) are the displacement and the traction boundary condition, respectively. They describe the fact that the body is fixed on $\Gamma_{1}$ and prescribed traction of density $\mathbf{f}_{2}$ act on $\Gamma_{2}$, during the contact process.

Conditions (23) and (24) represent a sliding version of Coulomb's law of dry friction and a normal compliance contact condition with unilateral constraint and memory term, respectively. Their are obtained from arguments presented in our recent paper [21] and, for this reason, we do not describe them with details. We just mention that $\mu$ denotes the coefficient of friction, $\mathbf{n}^{*}$ denotes a given unitary vector in the plane on $\Gamma_{3}$ and $v^{*}<0$ is given. In addition, $p$ and $F$ are given function which describe the deformability and the memory effects of the foundation, $g>0$ is a given depth and $r^{+}$represent the positive part of $r$, i.e. $r^{+}=\max \{r, 0\}$. Finally, conditions (25) represent the initial conditions for the displacement and the stress field, respectively.

In the study of Problem $\mathscr{P}$ we assume that the elasticity operator $\mathscr{E}$ and the nonlinear constitutive function $\mathscr{G}$ satisfy the following conditions.
(a) $\mathscr{E}=\left(\mathscr{E}_{i j k l}\right): \Omega \times \mathbb{S}^{d} \rightarrow \mathbb{S}^{d}$.
(b) $\mathscr{E}_{i j k l}=\mathscr{E}_{k l i j}=\mathscr{E}_{j i k l} \in L^{\infty}(\Omega), 1 \leq i, j, k, l \leq d$.
(c) There exists $m_{\mathscr{E}}>0$ such that
$\mathscr{E} \boldsymbol{\tau} \cdot \boldsymbol{\tau} \geq m_{\mathscr{E}}\|\boldsymbol{\tau}\|^{2}$ for all $\boldsymbol{\tau} \in \mathbb{S}^{d}$, a.e. in $\Omega$.
(a) $\mathscr{G}: \Omega \times \mathbb{S}^{d} \times \mathbb{S}^{d} \rightarrow \mathbb{S}^{d}$.
(b) There exists $L_{\mathscr{G}}>0$ such that $\left\|\mathscr{G}\left(\mathbf{x}, \sigma_{1}, \varepsilon_{1}\right)-\mathscr{G}\left(\mathbf{x}, \sigma_{2}, \varepsilon_{2}\right)\right\| \leq L_{\mathscr{G}}\left(\left\|\sigma_{1}-\sigma_{2}\right\|+\left\|\varepsilon_{1}-\varepsilon_{2}\right\|\right)$
for all $\sigma_{1}, \sigma_{2}, \varepsilon_{1}, \varepsilon_{2} \in \mathbb{S}^{d}$, a.e. $\mathbf{x} \in \Omega$.
(c) The mapping $\mathbf{x} \mapsto \mathscr{G}(\mathbf{x}, \boldsymbol{\sigma}, \boldsymbol{\varepsilon}$ is measurable on $\Omega$, for all $\sigma, \varepsilon \in \mathbb{S}^{d}$.
(d) The mapping $\mathbf{x} \mapsto \mathscr{G}(\mathbf{x}, \mathbf{0}, \mathbf{0})$ belongs to $Q$.

The densities of body forces and surface traction are such that

$$
\begin{equation*}
\mathbf{f}_{0} \in L^{2}(\Omega)^{d}, \quad \mathbf{f}_{2} \in C\left(\mathbb{R}_{+} ; L^{2}\left(\Gamma_{2}\right)^{d}\right) \tag{28}
\end{equation*}
$$

The normal compliance function $p$ and the surface yield function $F$ satisfy
(a) $p: \Gamma_{3} \times \mathbb{R} \rightarrow \mathbb{R}_{+}$.
(b) There exists $L_{p}>0$ such that $\left|p\left(\mathbf{x}, r_{1}\right)-p\left(\mathbf{x}, r_{2}\right)\right| \leq L_{p}\left|r_{1}-r_{2}\right| \forall r_{1}, r_{2} \in \mathbb{R}$, a.e. $\mathbf{x} \in \Gamma_{3}$.
(c) $\left(p\left(\mathbf{x}, r_{1}\right)-p\left(\mathbf{x}, r_{2}\right)\right)\left(r_{1}-r_{2}\right) \geq 0 \forall r_{1}, r_{2} \in \mathbb{R}$, a.e. $\mathbf{x} \in \Gamma_{3}$.
(d) The mapping $\mathbf{x} \mapsto p(\mathbf{x}, r)$ is measurable on $\Gamma_{3}$, for any $r \in \mathbb{R}$.
(e) $p(\mathbf{x}, r)=0$ for all $r \leq 0$, a.e. $\mathbf{x} \in \Gamma_{3}$.
(a) $F: \Gamma_{3} \times \mathbb{R} \rightarrow \mathbb{R}_{+}$.
(b) There exists $L_{F}>0$ such that $\left|F\left(\mathbf{x}, r_{1}\right)-F\left(\mathbf{x}, r_{2}\right)\right| \leq L_{F}\left|r_{1}-r_{2}\right| \forall r_{1}, r_{2} \in \mathbb{R}$, a.e. $\mathbf{x} \in \Gamma_{3}$.
(c) The mapping $\mathbf{x} \mapsto F(\mathbf{x}, r)$ is measurable on $\Gamma_{3}$, for any $r \in \mathbb{R}$.
(d) $F(\mathbf{x}, 0)=0$ a.e. $\mathbf{x} \in \Gamma_{3}$.

Also, the the coefficient of friction verifies

$$
\begin{equation*}
\mu \in L^{\infty}\left(\Gamma_{3}\right), \mu(t, \mathbf{x}) \geq 0 \quad \text { a.e. } \mathbf{x} \in \Gamma_{3}, \tag{31}
\end{equation*}
$$

and the initial data are such that

$$
\begin{equation*}
\mathbf{u}_{0} \in V, \quad \sigma_{0} \in Q . \tag{32}
\end{equation*}
$$

In what follows we consider the set of admissible displacements fields and the set of admissible stress fields defined by

$$
\begin{align*}
& U=\left\{\mathbf{v} \in V: v_{v} \leq g \text { on } \Gamma_{3}\right\},  \tag{33}\\
& \Sigma=\left\{\boldsymbol{\tau} \in Q: \operatorname{Div} \boldsymbol{\tau}+\mathbf{f}_{0}=\mathbf{0} \text { in } \Omega\right\} . \tag{34}
\end{align*}
$$

respectively. Note that assumptions $g>0$ and $\mathbf{f}_{0} \in L^{2}(\Omega)^{d}$ imply that $U$ and $\Sigma$ are closed, convex nonempty subsets of the spaces $V$ and $Q$, respectively.

Assume in what follows that $(\mathbf{u}, \boldsymbol{\sigma})$ are sufficiently regular functions which satisfy (19)-(24) and let $\mathbf{v} \in U$ and $t>0$ be given. First, we use the equilibrium equation (20) and the contact condition (23) to see that

$$
\begin{equation*}
\mathbf{u}(t) \in U, \quad \boldsymbol{\sigma}(t) \in \Sigma . \tag{35}
\end{equation*}
$$

Then, we use Green's formula (18), the equilibrium equation (20) and the friction law (23) to obtain that

$$
\begin{align*}
& \int_{\Omega} \sigma(t) \cdot(\boldsymbol{\varepsilon}(\mathbf{v})-\boldsymbol{\varepsilon}(\mathbf{u}(t))) d x  \tag{36}\\
& =\int_{\Omega} \mathbf{f}_{0} \cdot(\mathbf{v}-\mathbf{u}(t)) d x+\int_{\Gamma_{2}} \mathbf{f}_{2}(t) \cdot(\mathbf{v}-\mathbf{u}(t)) d a \\
& \quad+\int_{\Gamma_{3}} \sigma_{\nu}(t)\left(v_{\nu}-u_{v}(t)\right) d a-\int_{\Gamma_{3}} \mu\left|R \sigma_{\nu}(t)\right| \mathbf{n}^{*} \cdot\left(\mathbf{v}_{\tau}-\mathbf{u}_{\tau}(t)\right) d a .
\end{align*}
$$

We now use the contact conditions (24) and the definition (33) of the set $U$ to see that

$$
\begin{equation*}
\sigma_{v}(t)\left(v_{v}-u_{v}(t)\right) \geq-\left(p\left(u_{v}(t)\right)+\xi(t)\right)\left(v_{v}-u_{v}(t)\right) \quad \text { on } \Gamma_{3} . \tag{37}
\end{equation*}
$$

Next, we use (24), again, and the hypothesis (30)(a) on function $F$ to deduce that

$$
\begin{equation*}
F\left(\int_{0}^{t} u_{v}^{+}(s) d s\right)\left(v_{v}^{+}-u_{v}^{+}(t)\right) \geq \xi(t)\left(v_{v}-u_{v}(t)\right) \quad \text { on } \Gamma_{3} . \tag{38}
\end{equation*}
$$

We now add the inequalities (37) and (38) and integrate the result on $\Gamma_{3}$ to find that

$$
\begin{gather*}
\int_{\Gamma_{3}} \sigma_{v}(t)\left(v_{v}-u_{\nu}(t)\right) d a \geq-\int_{\Gamma_{3}} p\left(u_{v}(t)\right)\left(v_{v}-u_{v}(t)\right) d a  \tag{39}\\
\quad-\int_{\Gamma_{3}} F\left(\int_{0}^{t} u_{v}^{+}(s) d s\right)\left(v_{v}^{+}-u_{v}^{+}(t)\right) d a .
\end{gather*}
$$

Finally, we combine (36) and (39) to deduce that

$$
\begin{align*}
& \int_{\Omega} \boldsymbol{\sigma}(t) \cdot(\boldsymbol{\varepsilon}(\mathbf{v})-\boldsymbol{\varepsilon}(\mathbf{u}(t))) d x+\int_{\Gamma_{3}} p\left(u_{v}(t)\right)\left(v_{v}-u_{v}(t)\right) d a  \tag{40}\\
& +\int_{\Gamma_{3}} F\left(\int_{0}^{t} u_{v}^{+}(s) d s\right)\left(v_{v}^{+}-u_{v}^{+}(t)\right) d a+\int_{\Gamma_{3}} \mu\left|R \boldsymbol{\sigma}_{v}(t)\right| \mathbf{n}^{*} \cdot\left(\mathbf{v}_{\tau}-\mathbf{u}_{\tau}(t)\right) d a \\
& \geq \int_{\Omega} \mathbf{f}_{0} \cdot(\mathbf{v}-\mathbf{u}(t)) d x+\int_{\Gamma_{2}} \mathbf{f}_{2}(t) \cdot(\mathbf{v}-\mathbf{u}(t)) d a
\end{align*}
$$

We now integrate the the constitutive law (19) with the initial conditions (25), then we gather the resulting equation with the regularity (35) and inequality (40) to obtain the following variational formulation of Problem $\mathscr{P}$.

Problem $\mathscr{P}_{V}$. Find a displacement field $\mathbf{u}: \mathbb{R}_{+} \rightarrow U$ and a stress field $\sigma: \mathbb{R}_{+} \rightarrow$ $\Sigma$ such that

$$
\begin{align*}
& \boldsymbol{\sigma}(t)=\mathscr{E} \boldsymbol{\varepsilon}(\mathbf{u}(t))+\int_{0}^{t} \mathscr{G}\left(\boldsymbol{\sigma}(s), \boldsymbol{\varepsilon}(\mathbf{u}(s)) d s+\boldsymbol{\sigma}_{0}-\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{0}\right)\right.  \tag{41}\\
& \int_{\Omega} \boldsymbol{\sigma}(t) \cdot(\boldsymbol{\varepsilon}(\mathbf{v})-\boldsymbol{\varepsilon}(\mathbf{u}(t))) d x+\int_{\Gamma_{3}} p\left(u_{\nu}(t)\right)\left(v_{v}-u_{v}(t)\right) d a  \tag{42}\\
& +\int_{\Gamma_{3}} F\left(\int_{0}^{t} u_{v}^{+}(s) d s\right)\left(v_{v}^{+}-u_{v}^{+}(t)\right) d a+\int_{\Gamma_{3}} \mu\left|R \boldsymbol{\sigma}_{v}(t)\right| \mathbf{n}^{*} \cdot\left(\mathbf{v}_{\tau}-\mathbf{u}_{\tau}(t)\right) d a \\
& \geq \int_{\Omega} \mathbf{f}_{0} \cdot(\mathbf{v}-\mathbf{u}(t)) d x+\int_{\Gamma_{2}} \mathbf{f}_{2}(t) \cdot(\mathbf{v}-\mathbf{u}(t)) d a
\end{align*}
$$

for all $t \in \mathbb{R}_{+}$.
Our main existence and uniqueness result in the study of the Problem $\mathscr{P}$, that we state here and prove in the next section is the following.

Theorem 3 Assume that (26)-(32) hold. Then there exists a positive constant $\mu_{0}$ which depends only on $\Omega, \Gamma_{1}, \Gamma_{3}, R$ and $\mathscr{E}$ such that Problem $\mathscr{P}_{V}$ has a unique solution, if

$$
\begin{equation*}
\|\mu\|_{L^{\infty}\left(\Gamma_{3}\right)}<\mu_{0} . \tag{43}
\end{equation*}
$$

Moreover, the solution satisfies $\mathbf{u} \in C\left(\mathbb{R}_{+} ; U\right), \sigma \in C\left(\mathbb{R}_{+} ; \Sigma\right)$.
Note that Theorem 3 provides the unique weak solvability of Problem $\mathscr{P}$, under the smallness assumption (43) on the coefficient of friction.

## 4 Proof of Theorem 3

The proof of the theorem will be carried out in several steps. To present it we assume in what follows that (26)-(32) hold. We start with the following existence and uniqueness result.

Lemma 4 For each function $\mathbf{u} \in C\left(\mathbb{R}_{+} ; V\right)$ there exists a unique function $\Theta \mathbf{u} \in$ $C\left(\mathbb{R}_{+} ; Q\right)$ such that

$$
\begin{equation*}
\Theta \mathbf{u}(t)=\int_{0}^{t} \mathscr{G}(\Theta \mathbf{u}(s)+\mathscr{E} \boldsymbol{\varepsilon}(\mathbf{u}(s)), \boldsymbol{\varepsilon}(\mathbf{u}(s))) d s+\boldsymbol{\sigma}_{0}-\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{0}\right) \quad \forall t \in \mathbb{R}_{+} \tag{44}
\end{equation*}
$$

Moreover, the operator $\Theta: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; Q\right)$ is history-dependent, i.e. for all $n \in \mathbb{N}$ there exists $\theta_{n}>0$ such that

$$
\begin{gather*}
\left\|\Theta \mathbf{u}_{1}(t)-\Theta \mathbf{u}_{2}(t)\right\|_{Q} \leq \theta_{n} \int_{0}^{t}\left\|\mathbf{u}_{1}(s)-\mathbf{u}_{2}(s)\right\|_{V} d s  \tag{45}\\
\forall \mathbf{u}_{1}, \mathbf{u}_{2} \in C\left(\mathbb{R}_{+} ; V\right), \forall t \in[0, n]
\end{gather*}
$$

Proof Let $\mathbf{u} \in C\left(\mathbb{R}_{+} ; V\right)$ and consider the operator $\Lambda: C\left(\mathbb{R}_{+} ; Q\right) \rightarrow C\left(\mathbb{R}_{+} ; Q\right)$ defined by

$$
\begin{gather*}
\Lambda \boldsymbol{\tau}(t)=\int_{0}^{t} \mathscr{G}(\boldsymbol{\tau}(s)+\mathscr{E} \boldsymbol{\varepsilon}(\mathbf{u}(s)), \boldsymbol{\varepsilon}(\mathbf{u}(s))) d s+\sigma_{0}-\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{0}\right)  \tag{46}\\
\forall \boldsymbol{\tau} \in C\left(\mathbb{R}_{+} ; Q\right), t \in \mathbb{R}_{+} .
\end{gather*}
$$

The operator $\Lambda$ depends on $\mathbf{u}$ but, for the sake of simplicity, we do not indicate it explicitly. Let $\boldsymbol{\tau}_{1}, \boldsymbol{\tau}_{2} \in C\left(\mathbb{R}_{+} ; Q\right)$ and let $t \in \mathbb{R}_{+}$. Then, using (46) and (27) we have

$$
\left\|\Lambda \boldsymbol{\tau}_{1}(t)-\Lambda \boldsymbol{\tau}_{2}(t)\right\|_{Q} \leq L_{\mathscr{G}} \int_{0}^{t}\left\|\boldsymbol{\tau}_{1}(s)-\boldsymbol{\tau}_{2}(s)\right\|_{Q} d s
$$

This inequality combined with Theorem 1 shows that the operator $\Lambda$ has a unique fixed point in $C\left(\mathbb{R}_{+} ; Q\right)$. We denote by $\Theta \mathbf{u}$ the fixed point of $\Lambda$ and we combine (46) with the equality $\Lambda(\Theta \mathbf{u})=\Theta \mathbf{u}$ to see that (44) holds.

To proceed, let $n \in \mathbb{N}, t \in[0, n]$ and let $\mathbf{u}_{1}, \mathbf{u}_{2} \in C\left(\mathbb{R}_{+} ; V\right)$. Then, using (44) and taking into account (27), (26) we write

$$
\begin{aligned}
& \left\|\Theta \mathbf{u}_{1}(t)-\Theta \mathbf{u}_{2}(t)\right\|_{Q} \\
& \quad=L_{0}\left(\int_{0}^{t}\left\|\Theta \mathbf{u}_{1}(s)-\Theta \mathbf{u}_{2}(s)\right\|_{Q} d s+\int_{0}^{t}\left\|\mathbf{u}_{1}(s)-\mathbf{u}_{2}(s)\right\|_{V} d s\right),
\end{aligned}
$$

where $L_{0}$ is a positive constant which depends on $\mathscr{G}$ and $\mathscr{E}$. Using now a Gronwall argument we deduce that

$$
\left\|\Theta \mathbf{u}_{1}(t)-\Theta \mathbf{u}_{2}(t)\right\|_{Q} \leq L_{0} e^{L_{0} n} \int_{0}^{t}\left\|\mathbf{u}_{1}(s)-\mathbf{u}_{2}(s)\right\|_{V} d s
$$

This inequality shows that (45) holds with $\theta_{n}=L_{0} e^{L_{0} n}$.
Next, we consider the operators $A: V \rightarrow V$ and $\mathscr{R}: V \times Q \rightarrow L^{2}\left(\Gamma_{3}\right)$ defined by

$$
\begin{align*}
& (A \mathbf{u}, \mathbf{v})_{V}=(\mathscr{E} \boldsymbol{\varepsilon}(\mathbf{u}), \boldsymbol{\varepsilon}(\mathbf{v}))_{Q}+\int_{\Gamma_{3}} p\left(u_{\nu}\right) v_{v} d a \quad \forall \mathbf{u}, \mathbf{v} \in V,  \tag{47}\\
& \mathscr{R}(\mathbf{u}, \mathbf{z})=\left|R\left(P_{\Sigma}(\mathscr{E} \boldsymbol{\varepsilon}(\mathbf{u})+\mathbf{z})\right)_{v}\right| \quad \forall \mathbf{u} \in V, \mathbf{z} \in Q \tag{48}
\end{align*}
$$

where $P_{\Sigma}: Q \rightarrow \Sigma$ represents the projection operator. Note that, since $\Sigma \subset Q_{1}$, the operator $\mathscr{R}$ is well defined. Denote $Y=Q \times L^{2}\left(\Gamma_{3}\right) \times Q$ where, here and below, $X_{1} \times \ldots \times X_{m}$ represents the product of the Hilbert spaces $X_{1}, \ldots, X_{m}$ ( $m=2,3$ ), endowed with its canonical inner product. Besides the operator $\Theta$ : $C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; Q\right)$ defined in Lemma 4, let $\Phi: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; L^{2}\left(\Gamma_{3}\right)\right)$ and $\mathscr{S}: C\left(\mathbb{R}_{+} ; V\right) \rightarrow C\left(\mathbb{R}_{+} ; Y\right)$ be the operators given by

$$
\begin{align*}
& (\Phi \mathbf{v})(t)=F\left(\int_{0}^{t} v_{v}^{+}(s) d s\right)  \tag{49}\\
& \mathscr{S} \mathbf{v}(t)=(\Theta \mathbf{v}(t), \Phi \mathbf{v}(t), \Theta \mathbf{v}(t)) \tag{50}
\end{align*}
$$

for all $\mathbf{v} \in C\left(\mathbb{R}_{+} ; V\right), t \in \mathbb{R}_{+}$. Finally, let $j: Y \times V \times V \rightarrow \mathbb{R}$ and $\mathbf{f}: \mathbb{R}_{+} \rightarrow V$ denote the functions defined by

$$
\begin{gather*}
j(\mathbf{w}, \mathbf{u}, \mathbf{v})=(\mathbf{x}, \boldsymbol{\varepsilon}(\mathbf{v}))_{Q}+\left(y, v_{v}^{+}\right)_{L^{2}\left(\Gamma_{3}\right)}+\left(\mu \mathscr{R}(\mathbf{u}, \mathbf{z}) \mathbf{n}^{*}, \mathbf{v}_{\tau}\right)_{L^{2}\left(\Gamma_{3}\right)^{d}}  \tag{51}\\
\forall \mathbf{w}=(\mathbf{x}, y, \mathbf{z}) \in Y, \mathbf{u}, \mathbf{v} \in V,
\end{gather*}
$$

$$
\begin{equation*}
(\mathbf{f}(t), \mathbf{v})_{V}=\int_{\Omega} \mathbf{f}_{0} \cdot \mathbf{v} d x+\int_{\Gamma_{2}} \mathbf{f}_{2}(t) \cdot \mathbf{v} d a \quad \forall \mathbf{v} \in V, t \in \mathbb{R}_{+} . \tag{52}
\end{equation*}
$$

We have the following equivalence result.
Lemma 5 Assume that $\mathbf{u} \in C\left(\mathbb{R}_{+} ; U\right)$ and $\boldsymbol{\sigma} \in C\left(\mathbb{R}_{+} ; \Sigma\right)$. Then, the couple $(\mathbf{u}, \boldsymbol{\sigma})$ is a solution of Problem $\mathscr{P}_{V}$ if and only if

$$
\begin{align*}
& \sigma(t)=\mathscr{E} \boldsymbol{\varepsilon}(\mathbf{u}(t))+\Theta \mathbf{u}(t)  \tag{53}\\
& (A \mathbf{u}(t), \mathbf{v}-\mathbf{u}(t))_{V}+j(\mathscr{S} \mathbf{u}(t), \mathbf{u}(t), \mathbf{v})  \tag{54}\\
& \quad-j(\mathscr{S} \mathbf{u}(t), \mathbf{u}(t), \mathbf{u}(t)) \geq(\mathbf{f}(t), \mathbf{v}-\mathbf{u}(t))_{V} \quad \forall \mathbf{v} \in U
\end{align*}
$$

for all $t \in \mathbb{R}_{+}$.
Proof Let $(\mathbf{u}, \boldsymbol{\sigma}) \in C\left(\mathbb{R}_{+} ; U \times \Sigma\right)$, be a solution of Problem $\mathscr{P}_{V}$ and let $t \in \mathbb{R}_{+}$. By (41) we have

$$
\boldsymbol{\sigma}(t)-\mathscr{E} \boldsymbol{\varepsilon}(\mathbf{u}(t))=\int_{0}^{t} \mathscr{G}(\boldsymbol{\sigma}(s)-\mathscr{E} \boldsymbol{\varepsilon}(\mathbf{u}(s))+\mathscr{E} \boldsymbol{E}(\mathbf{u}(s)), \boldsymbol{\varepsilon}(\mathbf{u}(s))) d s+\boldsymbol{\sigma}_{0}-\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{0}\right),
$$

and, using the definition (44) of the operator $\Theta$, we obtain (53). Moreover, we substitute (41) in (42), then we use (49) and equality $P_{\Sigma} \boldsymbol{\sigma}(t)=\boldsymbol{\sigma}(t)$. As a result, we deduce that

$$
\begin{align*}
& \int_{\Omega} \mathscr{E} \boldsymbol{E}(\mathbf{u}(t)) \cdot(\boldsymbol{\varepsilon}(\mathbf{v})-\boldsymbol{\varepsilon}(\mathbf{u}(t))) d x+\int_{\Omega} \Theta \mathbf{u}(t) \cdot(\boldsymbol{\varepsilon}(\mathbf{v})-\boldsymbol{\varepsilon}(\mathbf{u}(t))) d x  \tag{55}\\
& \quad+\int_{\Gamma_{3}} p\left(u_{\nu}(t)\right)\left(v_{v}-u_{\nu}(t)\right) d a+\int_{\Gamma_{3}} \Phi \mathbf{u}(t)\left(v_{v}^{+}-u_{\nu}^{+}(t)\right) d a \\
& \quad+\int_{\Gamma_{3}} \mu\left|R\left(P_{\Sigma}(\mathscr{E} \boldsymbol{\varepsilon}(\mathbf{u}(t))+\Theta \mathbf{u}(t))\right)_{\nu}\right| \mathbf{n}^{*} \cdot\left(\mathbf{v}_{\tau}-\mathbf{u}_{\tau}(t)\right) d a \\
& \quad \geq \int_{\Omega} \mathbf{f}_{0} \cdot(\mathbf{v}-\mathbf{u}(t)) d x+\int_{\Gamma_{2}} \mathbf{f}_{2}(t) \cdot(\mathbf{v}-\mathbf{u}(t)) d a \quad \forall \mathbf{v} \in U .
\end{align*}
$$

Using now the definitions (47), (48) and (52) yields

$$
\begin{aligned}
& (A \mathbf{u}(t), \mathbf{v}-\mathbf{u}(t))_{V}+\left(\Theta \mathbf{u}(t) \cdot(\boldsymbol{\varepsilon}(\mathbf{v})-\boldsymbol{\varepsilon}(\mathbf{u}(t)))_{Q}\right. \\
& \left.\quad+(\Phi \mathbf{u}(t))\left(v_{v}^{+}-u_{v}^{+}(t)\right)\right)_{L^{2}\left(\Gamma_{3}\right)}+\left(\mu \mathscr{R}\left(\mathbf{u}(t), \Theta(\mathbf{u}(t)) \mathbf{n}^{*}, \mathbf{v}_{\tau}-\mathbf{u}_{\tau}(t)\right)_{L^{2}\left(\Gamma_{3}\right)^{d}}\right. \\
& \quad \geq(\mathbf{f}(t), \mathbf{v}-\mathbf{u}(t))_{V} \quad \forall \mathbf{v} \in U .
\end{aligned}
$$

This inequality combined with the definitions (50) and (51) shows that the variational inequality (54) holds.

Conversely, assume that $(\mathbf{u}, \boldsymbol{\sigma}) \in C\left(\mathbb{R}_{+} ; U \times \Sigma\right)$ is a couple of functions which satisfies (53) and (54) and let $t \in \mathbb{R}_{+}$. Then, using the definitions (47), (48), (50)(52) it follows that (55) holds. Moreover, recall that the regularity $\sigma \in C\left(\mathbb{R}_{+} ; \Sigma\right)$ implies that $P_{\Sigma} \boldsymbol{\sigma}(t)=\boldsymbol{\sigma}(t)$ and, in addition, (53) yields $\boldsymbol{\sigma}(t)=\mathscr{E} \boldsymbol{\varepsilon}(\mathbf{u}(t))+\Theta \mathbf{u}(t)$. Substituting these equalities in (55) and using (49) we see that (42) holds. Finally, to conclude, we note that (41) is a direct consequence of (53) and the definition of the operator $\Theta$ in Lemma 5.

The interest in Lemma 5 arrises in the fact that it decouples the unknowns $\mathbf{u}$ and $\sigma$ in the system (41)-(42). The next step is to provide the unique solvability of the variational inequality (54) in which the unknown is the displacement field. To this end we need the following intermediate result on the operator $\mathscr{R}$.

Lemma 6 There exists $L_{\mathscr{R}}>0$ which depends only on $\Omega, \Gamma_{3}$ and $R$, such that

$$
\begin{gather*}
\left\|\mathscr{R}\left(\mathbf{u}_{1}, \mathbf{z}_{1}\right)-\mathscr{R}\left(\mathbf{u}_{2}, \mathbf{z}_{2}\right)\right\|_{L^{2}\left(\Gamma_{3}\right)} \leq L_{\mathscr{R}}\left(\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\|_{V}+\left\|\mathbf{z}_{1}-\mathbf{z}_{2}\right\|_{Q}\right)  \tag{56}\\
\forall \mathbf{u}_{1}, \mathbf{u}_{2} \in V, \mathbf{z}_{1}, \mathbf{z}_{2} \in Q .
\end{gather*}
$$

Proof Let $\mathbf{u}_{1}, \mathbf{u}_{2} \in V, \mathbf{z}_{1}, \mathbf{z}_{2} \in Q$. Then, by the definition (48) of the operator $\mathscr{R}$ combined with inequality (17) we have

$$
\begin{align*}
& \left\|\mathscr{R}\left(\mathbf{u}_{1}, \mathbf{z}_{1}\right)-\mathscr{R}\left(\mathbf{u}_{2}, \mathbf{z}_{2}\right)\right\|_{L^{2}\left(\Gamma_{3}\right)}  \tag{57}\\
& \quad \leq c_{R}\left\|P_{\Sigma}\left(\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{1}\right)+\mathbf{z}_{1}\right)-P_{\Sigma}\left(\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{2}\right)+\mathbf{z}_{2}\right)\right\|_{Q_{1}}
\end{align*}
$$

On the other hand, the definition of the set $\Sigma$ and the nonexpansivity of the operator $P_{\Sigma}$ yields

$$
\begin{gather*}
\left\|P_{\Sigma}\left(\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{1}\right)+\mathbf{z}_{1}\right)-P_{\Sigma}\left(\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{2}\right)+\mathbf{z}_{2}\right)\right\|_{Q_{1}}  \tag{58}\\
\leq\left\|\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{1}\right)-\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{2}\right)+\mathbf{z}_{1}-\mathbf{z}_{2}\right\|_{Q}
\end{gather*}
$$

We now combine inequalities (57) and (58) to see that

$$
\begin{equation*}
\left\|\mathscr{R}\left(\mathbf{u}_{1}, \mathbf{z}_{1}\right)-\mathscr{R}\left(\mathbf{u}_{2}, \mathbf{z}_{2}\right)\right\|_{L^{2}\left(\Gamma_{3}\right)} \leq c_{R}\left(\left\|\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{1}\right)-\mathscr{E} \boldsymbol{\varepsilon}\left(\mathbf{u}_{2}\right)+\mathbf{z}_{1}-\mathbf{z}_{2}\right\|_{Q}\right) \tag{59}
\end{equation*}
$$

Lemma 6 is now a consequence of inequality (59) and assumption (26).

We proceed with the following existence and uniqueness result.
Lemma 7 The variational inequality (54) has a unique solution with regularity $\mathbf{u} \in C\left(\mathbb{R}_{+}, U\right)$.

Proof It is straightforward to see that inequality (54) represents a variational inequality of the form (7) in which $X=V, K=U$ and $Y=Q \times L^{2}\left(\Gamma_{3}\right) \times Q$. Therefore, in order to prove its unique solvability, we check in what follows the assumptions of Theorem 2.

First, we note that assumption (1) is obviously satisfied. Next, we use the definition (47), assumptions (26), (29)(b) and inequality (16) to obtain that

$$
\begin{equation*}
\|A \mathbf{u}-A \mathbf{v}\|_{V} \leq\left(L_{\mathscr{E}}+c_{0}^{2} L_{p}\right)\|\mathbf{u}-\mathbf{v}\|_{V} \quad \forall \mathbf{u}, \mathbf{v} \in V \tag{60}
\end{equation*}
$$

where $L_{\mathscr{E}}$ is a positive constant which depends on the elasticity operator $\mathscr{E}$. On the other hand, from (26)(c) and (29)(c) the we deduce that

$$
\begin{equation*}
(A \mathbf{u}-A \mathbf{v}, \mathbf{u}-\mathbf{v})_{V} \geq m_{\mathscr{E}}\|\mathbf{u}-\mathbf{v}\|_{V}^{2} . \tag{61}
\end{equation*}
$$

We conclude from above that the operator $A$ satisfies condition (2) with $L=L_{\mathscr{E}}+$ $c_{0}^{2} L_{p}$ and $m=m_{\mathscr{E}}$.

Let $\mathbf{w}=(\mathbf{x}, y, \mathbf{z}) \in Y$ and $\mathbf{u} \in V$ be fixed. Then, using the properties of the traces it is easy to see that the function $\mathbf{v} \mapsto j(\mathbf{w}, \mathbf{u}, \mathbf{v})$ is convex and continuous and, therefore, it satisfies condition (3)(a). We now consider the elements $\mathbf{w}_{1}=\left(\mathbf{x}_{1}, y_{1}, \mathbf{z}_{1}\right)$, $\mathbf{w}_{2}=\left(\mathbf{x}_{2}, y_{2}, \mathbf{z}_{2}\right) \in Y, \mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{v}_{1}, \mathbf{v}_{2} \in V$. Then, using inequality (56), assumption (31) and inequality (16) we find that

$$
\begin{aligned}
& j\left(\mathbf{w}_{1}, \mathbf{u}_{1}, \mathbf{v}_{2}\right)-j\left(\mathbf{w}_{1}, \mathbf{u}_{1}, \mathbf{v}_{1}\right)+j\left(\mathbf{w}_{2}, \mathbf{u}_{2}, \mathbf{v}_{1}\right)-j\left(\mathbf{w}_{2}, \mathbf{u}_{2}, \mathbf{v}_{2}\right) \\
& \leq\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{Q}\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|_{V}+c_{0}\left\|y_{1}-y_{2}\right\|_{L^{2}\left(\Gamma_{3}\right)}\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|_{V} \\
& +c_{0} L_{\mathscr{R}}\|\mu\|_{L^{\infty}\left(\Gamma_{3}\right)}\left(\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\|_{V}+\left\|\mathbf{z}_{1}-\mathbf{z}_{2}\right\|_{Q}\right)\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|_{V} \\
& \leq \alpha\left\|\mathbf{w}_{1}-\mathbf{w}_{2}\right\|_{Z}\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|_{V}+\beta\left\|\mathbf{u}_{1}-\mathbf{u}_{2}\right\|_{V}\left\|\mathbf{v}_{1}-\mathbf{v}_{2}\right\|_{V}
\end{aligned}
$$

where $\alpha=2 \max \left\{1, c_{0}, c_{0} L_{\mathscr{R}}\|\mu\|_{L^{\infty}\left(\Gamma_{3}\right)}\right\}$ and $\beta=c_{0} L_{\mathscr{R}}\|\mu\|_{L^{\infty}\left(\Gamma_{3}\right)}$. It follows from here that $j$ satisfies condition (3)(b). Let

$$
\begin{equation*}
\mu_{0}=\frac{m_{\mathscr{E}}}{c_{0} L_{\mathscr{R}}}, \tag{62}
\end{equation*}
$$

which, clearly, depends only on $\Omega, \Gamma_{1}, \Gamma_{3}, R$ and $\mathscr{E}$. Then, it is easy to see that if the smallness assumption $\|\mu\|_{L^{\infty}\left(\Gamma_{3}\right)}<\mu_{0}$ is satisfied we have $\beta<m$ and, therefore, condition (6) holds.

Next, let $\mathbf{u}, \mathbf{v} \in C\left(\mathbb{R}_{+} ; V\right), n \in \mathbb{N}$ and let $t \in[0, n]$. Then, using (49) and taking into account (30)(b) and (16) we obtain that

$$
\begin{gathered}
\|\Phi \mathbf{u}(t)-\Phi \mathbf{v}(t)\|_{L^{2}\left(\Gamma_{3}\right)}=\left\|F\left(\int_{0}^{t} u_{v}^{+}(s) d s\right)-F\left(\int_{0}^{t} v_{v}^{+}(s) d s\right)\right\|_{L^{2}\left(\Gamma_{3}\right)} \\
\leq L_{F}\left\|\int_{0}^{t}\left(u_{v}^{+}(s)-v_{v}^{+}(s)\right) d s\right\|_{L^{2}\left(\Gamma_{3}\right)} \leq c_{0} L_{F} \int_{0}^{t}\|\mathbf{u}(s)-\mathbf{v}(s)\|_{V} d s .
\end{gathered}
$$

Therefore, using this the definition (50) of the operator $\mathscr{S}$ and (45) we have

$$
\|\mathscr{S} \mathbf{u}(t)-\mathscr{S} \mathbf{v}(t)\|_{Q \times L^{2}\left(\Gamma_{3}\right) \times Q} \leq\left(2 \theta_{n}+c_{0} L_{F}\right) \int_{0}^{t}\|\mathbf{u}(s)-\mathbf{v}(s)\|_{V} d s
$$

It follows from here that the operator $\mathscr{S}$ satisfies condition (4). Finally, we note that assumption (28) on the body forces and traction and definition (52) imply that $\mathbf{f} \in C\left(\mathbb{R}_{+} ; V\right)$.

We conclude from above that all the assumptions of Theorem 2 are satisfied. Therefore, we deduce that inequality (54) has a unique solution $\mathbf{u} \in C\left(\mathbb{R}_{+} ; U\right)$ which concludes the proof.

We now have all the ingredients to provide the proof of Theorem 3.
Proof (Proof of Theorem 3) Let $\mathbf{u} \in C\left(\mathbb{R}_{+} ; U\right)$ be the unique solution of inequality (54) obtained in Lemma 7 and let $\sigma$ the function defined by (53). Then, using assumption (26) it follows that $\sigma \in C\left(\mathbb{R}_{+} ; Q\right)$. Let $t \in \mathbb{R}_{+}$be given. Arguments similar to those used in the proof of Lemma 7 show that

$$
\begin{aligned}
& \int_{\Omega} \boldsymbol{\sigma}(t) \cdot(\boldsymbol{\varepsilon}(\mathbf{v})-\boldsymbol{\varepsilon}(\mathbf{u}(t))) d x+\int_{\Gamma_{3}} p\left(u_{v}(t)\right)\left(v_{v}-u_{v}(t)\right) d a \\
& \quad+\int_{\Gamma_{3}} F\left(\int_{0}^{t} u_{v}^{+}(s) d s\right)\left(v_{v}^{+}-u_{v}^{+}(t)\right) d a \\
& \quad+\int_{\Gamma_{3}} \mu \mid R\left(P_{\Sigma}\left(\boldsymbol{\sigma}_{v}(t)\right) \mid \mathbf{n}^{*} \cdot\left(\mathbf{v}_{\tau}-\mathbf{u}_{\tau}(t)\right) d a\right. \\
& \quad \geq \int_{\Omega} \mathbf{f}_{0} \cdot(\mathbf{v}-\mathbf{u}(t)) d x+\int_{\Gamma_{2}} \mathbf{f}_{2}(t) \cdot(\mathbf{v}-\mathbf{u}(t)) d a \quad \forall \mathbf{v} \in U .
\end{aligned}
$$

Let $\varphi \in C_{0}^{\infty}(\Omega)^{d}$. We test in this inequality with $\mathbf{v}=\mathbf{u}(t) \pm \varphi$ to deduce that

$$
\int_{\Omega} \boldsymbol{\sigma}(t) \cdot \boldsymbol{\varepsilon}(\boldsymbol{\varphi}) d x=\int_{\Omega} \mathbf{f}_{0} \cdot \boldsymbol{\varphi} d x
$$

which implies that $\operatorname{Div} \boldsymbol{\sigma}(t)+\mathbf{f}_{0}=\mathbf{0}$ in $\Omega$. It follows from here that $\boldsymbol{\sigma}(t) \in \Sigma$ and, moreover, $\sigma \in C\left(\mathbb{R}_{+} ; \Sigma\right)$.

We conclude from above that $(\mathbf{u}, \boldsymbol{\sigma})$ represents a couple of functions which satisfies (53)-(54) and, in addition, it has the regularity $(\mathbf{u}, \sigma) \in C\left(\mathbb{R}_{+} ; U \times \Sigma\right)$. The existence part in Theorem 3 is now a direct consequence of Lemma 5. The uniqueness part follows from the uniqueness of the solution of the variational inequality (54), guaranteed by Lemma 7.
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# Efficient Lower Bounds for Packing Problems in Heterogeneous Bins with Conflicts Constraint 
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#### Abstract

In this paper we discuss a version of the classical one dimensional binpacking problem, where the objective is to minimize the total cost of heterogeneous bins needed to store given items, each with some space requirements. In this version, some of the items are incompatible with each other, and cannot be packed together. This problem with various real world applications generalizes both the Variable Sized Bin Packing Problem and the Vertex Coloring Problem. We propose two lower bounds for this problem based on both the relaxation of the integrity constraints and the computation of the large clique in the conflicts graph.


## 1 Introduction and Problem Positioning

The purpose of this paper, is to investigate the problem of determining the minimal possible cost generated by the use of heterogeneous warehouses required in a supply chain to store given items, where some of the items are in conflicting with each other, and cannot be stored together in the same warehouse. We say with compatible items the items that can be stored simultaneously in the same warehouse, otherwise they are called incompatible items. This problem occur in a number of industrial and transportation contexts within a supply chain where generally we prospect to ask the best transfer cost of diverse available products. For example, a manufacturing company has to ship $n$ customer orders from its factory to a distribution center. All shipments

[^17]are carried out by leased trucks and several truck sizes are available with different leasing costs. Besides, some customer orders cannot be stored simultaneously in the same truck for reasons of deterioration or to avoid fire danger. The problem is to determine the least-cost fleet mix and size for shipping all the orders with the respect of compatibility constraint. It is convenient to associate with the problem a conflict graph $G=(V ; E)$, where an edge $\left(i ; i^{\prime}\right) \in E$ exists if and only if items $i$ and $i^{\prime}$ are the incompatible items. This problem which we called in what follows the Variable Sized Bin-Packing Problem with Conflicts (VSBPPC) is strongly NP-hard since it generalizes both the Variable Sized Bin Packing Problem (VSBPP) in which all items are mutually compatible, and the Vertex Coloring Problem (VCP) in which all items weights take value 0 . Also, it is clear that the particular case where we consider only one type of warehouses (i.e. all warehouses are identical) turns out to be the studied one-dimensional Bin Packing Problem with Conflicts (BPPC).

Although the VSBPPC is NP-hard with important real world application, few works which it investigate are outlined. Indeed, only the online version of this problem has been addressed by [1] and [2] whose the goal was to pack all items into a set of bins with a minimum total size. In this version, a set of unpacked items is defined at the beginning of the assignment and heterogeneous bins arrive one by one. Before arriving of such a bin, authors proposed and analyzed the asymptotic competitive ratio of algorithms need to decide on which items to pack into the existing bin. Whereas, in this paper we address the offline version of the VSBPPC which can be showed as a common problem with many other combinatorial problems such as the BPPC, VSBPP and VCP where we considered them as a particular cases of described problem. So, these problems has been extensively investigated in numerous papers and therefore we restrict our reviewing to the papers which are used heuristics approaches that we will base to solve a problem in the remainder of this paper.

For solving the VSBPP, it is worth to note that [3] proposed and analyzed two variants of the well-known first-fit decreasing and best-fit decreasing algorithms. They show that these algorithms give a solution which is less than $\frac{3}{2} c_{\text {opt }}+1$ for the general case where $c_{\text {opt }}$ refers to the value of an optimal cost solution. Haouari and Serairi [4] proposed four constructive greedy heuristics based on iteratively solving a subset-sum problem, together with a set-covering based heuristic and a genetic based algorithm. Performances of their proposition are analyzed on a large set of randomly generated test instances with up to seven bin-type and 2000 items. Among the proposed greedy heuristics, the best compromise between solution quality and running time is obtained by the named SSP3 heuristic. In [5], the same authors proposed six different lower bounds for the VSBPP where the number of bins for each bin-type is limited, as well as an exact algorithm. They show that the particular case with all size items larger than a third the largest bin capacity can be restated and solved in polynomial-time as a maximum-weight matching problem in a non-bipartite graph. Introducing the conflict constraints, it is noteworthy to studies the propriety of the conflicts graph, but most problem are also NP-hard for the arbitrary conflicts graph, particularly the VCP and the maximal clique search problem. These last problems are extensively discussed in the literature. Johnson [6] described an efficient polynomial greedy heuristic to determine the largest clique set. This heuristic method
initializes the clique with the vertex of maximum degree in the graph and then adds successive vertices each of which has edges with all the vertices already included in the clique. At each iteration, vertices are considered according to a decreasing degree order. Thereafter, this greedy heuristic was widely applied to solve numerous related problems such as the BPPC where the main heuristic approaches resolution available in the literature are those given in [7, 8], in which authors surveyed previous results in the literature, presented new lower and upper bounds, and introduced benchmark instances.

Based on these cited works, this paper aimed at providing new lower and upper bounds for the VSBPPC. So, it is organized as follows: in the next section (Sect. 2) we provide the description and the mathematical formulation of our problem. Then, we present in the followed section (Sect.3) our new lower bounds based on both the computation of the maximal clique set and the relaxation scheme of the mathematical formulation. Finally, we close this paper in Sect. 4 with concluding remarks.

## 2 Problem Description and Formulation

The VSBPPC is formally defined as follows; Given a set $V$ of $n$ items of sizes $w_{1}, w_{2}, \ldots, w_{n}$ with

$$
w_{1} \geqslant w_{2} \geqslant \cdots \geqslant w_{n}
$$

where we it associate an undirected graph named as a conflict graph $G=(V ; E)$ such that $\left(i, i^{\prime}\right) \in E$ when the two items $i$ and $i^{\prime}$ of $V$ are incompatible items. Likewise, given $m$ different bin-types (Categories of warehouses), each bin-type $j$ $(j=1, \ldots, m)$ includes an infinite number of identical bins (bins are warehouses), each having a capacity $W_{j}$ and a fixed $\operatorname{cost} c_{j}$ with

$$
W_{1} \leqslant W_{2} \leqslant \cdots \leqslant W_{m}
$$

and

$$
c_{1} \leqslant c_{2} \leqslant \cdots \leqslant c_{m} .
$$

The VSBPPC problem consists in assigning each items from $V$ into one bin while ensuring that no bin contains incompatible items and the cumulated size in each bin does not exceed its capacity and the total cost of the needed bins is minimized. Without loss of generality, we assume that the data is deterministic and presented in off-line mode and that the largest item can be assigned at least to one type of bins $\left(w_{1} \leqslant W_{m}\right)$. Note that if $c_{j}>c_{j^{\prime}}$ for $1 \leqslant j<j^{\prime} \leqslant m$ then bin-type $j$ is dominated and should therefore not be considered.

The VSBPPC can be formulated as an integer linear program (ILP). Let $x_{i j_{k}}$ be a binary variable equal to 1 if and only if item $i$ is assigned to bin $k$ of bin-type $j$ and

0 otherwise, and let $y_{j_{k}}$ be a binary variable equal to 1 if and only if bin $k$ of bin-type $j$ is used, 0 otherwise. The formulation is then

$$
\begin{gather*}
\min \sum_{j=1}^{m} \sum_{k=1}^{n} c_{j} y_{j_{k}},  \tag{1}\\
\text { s.t. } \sum_{j=1}^{m} \sum_{k=1}^{n} x_{i j_{k}}=1, i=1, \ldots, n,  \tag{2}\\
\sum_{i=1}^{n} w_{i} x_{i j_{k}} \leq W_{j} y_{j_{k}}, j=1, \ldots, m, k=1, \ldots, n,  \tag{3}\\
x_{i j_{k}}+x_{i^{\prime} j_{k}} \leqslant 1,\left(i, i^{\prime}\right) \in E \quad j=1, \ldots, m, k=1, \ldots, n,  \tag{4}\\
x_{i j_{k}} \in\{0,1\}, i=1, \ldots, n \quad j=1, \ldots, m, k=1, \ldots, n,  \tag{5}\\
y_{j_{k}} \in\{0,1\}, j=1, \ldots, m, k=1, \ldots, n . \tag{6}
\end{gather*}
$$

The objective function to be minimized (1) represents the cost of the bins used to pack all items. Constraint (2) ensures that each item $i$ has to be packed. Constraint (3) indicates that the amount packed in each bin does not exceed the capacity of this bin, whereas, constraint (4) make sure that each incompatible pair ( $i, i^{\prime}$ ) of items does not assigned to the same bin. Finally, constraints (5) and (6) restrict decision variables to be binary. Note that the above ILP without constraint (4) is the well formulation of the VSBPP without conflict.

In the remaining of the paper we will use the definition of extended conflict graph $G^{\prime}\left(V, E^{\prime}\right)$ where

$$
E^{\prime}=E \cup\left\{\left(i, i^{\prime}\right): i, i^{\prime} \in V \text { and } w_{i}+w_{i^{\prime}}>W_{m}\right\}
$$

## 3 Lower Bounds

We have developed two lower bounds $L_{1}$ and $L_{2}$ for the VSBPPC in order to provide the means to measure the solution quality of the various procedure and also to be used as performance criterion of the heuristics developed in the next section. Obtained through the resolution of the relaxed mathematical formulation, these lower bounds are based on the principle of relaxing the constraint (5) which ensures that each item should be entirely-not in fractional way-assigned to such a bin. The similarly principle has been adopted on splitting-based lower bound of [5] for the VSBPP without conflicts-denoted in what follows $L_{0}-$. This last bound is based on the resolution of the relaxation problem (7)-(9) where authors consider the set $S$ of large
items in which each item should be fit alone, only in the largest bin. Therefore one bin is initialized for each item in this set, and only the remaining items in $V \backslash S$ are assigned in a fractional way to the residual capacity of initialized bins and possibly to other new bins.

$$
\begin{equation*}
L_{0}=\min \sum_{j=1}^{m} c_{j} x_{j}+q c_{m} \tag{7}
\end{equation*}
$$

s.t.

$$
\begin{align*}
\sum_{j=1}^{m} W_{j} x_{j} & \geqslant \sum_{i=q+1}^{m} w_{i}-\min \left(q W_{m}-\sum_{i=1}^{q} w_{i}, \sum_{i=p}^{m} w_{i}\right)  \tag{8}\\
x_{j} & \in \mathbb{N} ; \quad j=1, \ldots, m \tag{9}
\end{align*}
$$

$x_{j}, q$ and $p$ are respectively, the number of bins of type $j$, the largest index of item such that $w_{q}>\max \left(W_{m-1}, \frac{W_{m}}{2}\right)$, and the smallest index of item such that $w_{q}+w_{p} \leqslant W_{m}$.

The VSBPPC can be shown as a particular case of the VSBPP in which the corresponding conflicts graph is the discrete graph $D_{n}$ of order $n(G(V, E)$ with $E=$ $\emptyset$; Graph without edges in which all the items are mutually compatible). Therefore, any lower bound for the VSBPP without conflicts is also a valid lower bound for the problem with conflicts. Indeed, if the total cost of packing of such an instance without a conflicts constraint is defined then it is trivial to constant that by addition of restrictions on the packing process, this initial cost increases or, in the worst cases, remains unchanged. Then we have

$$
\begin{equation*}
L_{0}=L\left(D_{n}\right) \leqslant L(G) \tag{10}
\end{equation*}
$$

where $L(G)$ is any lower bound for the VSBPPC with conflicts graph $G$.
Now, consider the case where the conflicts graph is a complete graph $\left(K_{n}\right)$ of $n$ items in which each item should be loaded into a distinct bin (A complete graph is defined here as a graph in which every pair of items is mutually incompatible). Under the assumption imposed on this paper ( $W_{1}<W_{2}<\cdots<W_{m}$ and $c_{1}<c_{2}<\cdots<$ $c_{m}$ ), each item should be loaded in the smallest possible (i.e. cheapest) bin that fits. Then the problem becomes to finding for each item the smallest index of bin-type that which can fit and therefore the optimal cost solution $c_{\text {opt }}\left(K_{n}\right)$ that is also the VSBPPC lower bound for a complete conflicts graph $L\left(K_{n}\right)$ can be given in $O(n)$ time as follows.

Define $q_{j}(j=1, \ldots, m)$ be the largest index of item $i$ such as $W_{j-1}<w_{i} \leqslant W_{j}$ with $W_{0}=0$.

$$
\begin{equation*}
L\left(K_{n}\right)=c_{o p t}\left(K_{n}\right)=\sum_{j=1}^{m} c_{j}\left(q_{j}-q_{j-1}\right) \text { with } q_{0}=0 \tag{11}
\end{equation*}
$$

By definition, the value $\left(q_{j}-q_{j-1}\right)$ is the number of items with size $w_{i}$ in $\left[W_{j-1}, W_{j}\right]$. The cost obtained by formula (11) represents an optimal solution for the problem (1)-(6) where the constraints (4) is instantiated for each items pair. Obviously, this optimal cost solution is an upper bound for the VSBPPC in which we cannot be increases when we have to relaxing or to remove some instances of this constraint, which is the case of the VSBPPC with no complete conflicts graph. Then from formulas (10) and (11), we have

$$
\begin{equation*}
L_{0}=L\left(D_{n}\right) \leqslant L(G) \leqslant L\left(K_{n}\right)=c_{o p t}\left(K_{n}\right) . \tag{12}
\end{equation*}
$$

Here again, we derive our lower bounds for the VSBPPC for the general conflicts graph. The main principle of our proposition can be summarized in the three following steps:

1. Find the maximal clique set $V_{K}$ from the conflicts graph;
2. Initialize one bin for each item of $V_{K}$;
3. Assign the items of $V \backslash V_{K}$ into the initialized bins in fractional way and possibly into new bins without considering the conflicts.

The two last steps will be carried out by solving the relaxed mathematical formulation and both lower bounds $L_{1}$ and $L_{2}$ execute the same procedure to solve this mathematical model. The main difference between these two propositions lies in how to obtain the maximal clique set (Step 1). Indeed, finding the maximal clique set $V_{K}$ is also an NP-hard problem. In $L_{1}$ this set is determined by application of Johnson's [6] greedy heuristic directly on the extended conflicts graph $G^{\prime}\left(V, E^{\prime}\right)$. Whilst in $L_{2}$, it is obtained through Muritiba's improvement computation [8] where authors compute the large clique set on the initial conflicts graph $G(V ; E)$ using Johnson's greedy heuristic and remove this set from the graph $G$, then from the obtained partial graph, they updating the set $E$ to $E^{\prime}$ and enlarge the initial clique by added items from this new partial extended conflicts graph using constantly Johnson's greedy heuristic. In [8], authors indicate that this strategy leads to larger cliques set than those obtained by applying the Johnson's algorithm directly on the extended conflicts graph.

Now, consider the following notation:

- $V_{K}$ : a set of a maximal clique from the extended conflict graph $G^{\prime}\left(V, E^{\prime}\right)$;
- $\bar{V}_{K}$ : a complement set of $V_{K}$ in $V\left(\bar{V}_{K}=V \backslash V_{K}\right)$;
- $\bar{s}=\sum_{i \in \bar{V}_{K}} w_{i}$ be the total items size of the set $\bar{V}_{K}$.

Obviously, each item from $V_{K}$ should be assigned into a distinct bin that can fits and consequently we have to initialize $\left|V_{K}\right|$ bins at least. Let $j^{*}$ be the smallest index of bin-type that can receive the smallest item of the clique set $\left(W_{j^{*}} \geqslant \min _{i \in V_{K}}\left(w_{i}\right)\right)$, and consider the partition of $V_{K}$ into the subsets $V_{h}$ as follows:

$$
V_{h}=\left\{i \in V_{K}: W_{h-1}<w_{i} \leqslant W_{h}\right\} \text { for } h=j^{*}, \ldots, m .
$$

Clearly, each item $i$ from $V_{h}\left(h=j^{*}, \ldots, m\right.$. should be assigned alone into one bin from a selected bin-type $j j \in[h, m]$. Let $y_{h j}$ be the number of bins of type $j$ $(j=h, \ldots, m)$ that are used for packing the items of subset $V_{h}$. Then, we have

$$
\begin{equation*}
\sum_{j=h}^{m} y_{h j}=\left|V_{h}\right| \text { for } h=j^{*}, \ldots, m \tag{13}
\end{equation*}
$$

Also, the assignment of any item from $V_{h}$ into one bin of a given bin-type $j(j \in$ $[h, m])$ generates a residual capacity $\widetilde{W}_{h j}$ that it is at most equal to $W_{j}-\min _{i \in V_{h}} w_{i}$. In the calculation of our lower bound, the residual capacity will be occupied with the items of $\bar{V}_{K}$ without considering the conflicts in this last subset. Hence, for every bin-type $j$ and for a given subset $V_{h}$, the maximum value of $\widetilde{W}_{h j}$ can be obtained by solving the following subset sum problem (SSP)

$$
\begin{equation*}
\widetilde{W}_{h j}=\operatorname{Max} \sum_{i \in \bar{V}_{K}} w_{i} z_{i} \tag{14}
\end{equation*}
$$

s.t.

$$
\begin{gather*}
\sum_{i \in \bar{V}_{K}} w_{i} z_{i} \leqslant W_{j}-\min _{i \in V_{h}} w_{i}  \tag{15}\\
z_{i} \in\{0,1\}, i \in \bar{V}_{K} \tag{16}
\end{gather*}
$$

Both lower bounds consist in the resolution of the VSBPPC by relaxing the integrality constraints in which we assume that only items from $\bar{V}_{K}$ might be split. For that, define an integer variable $\bar{y}_{j}$ as the number of added bins of type $j$ used for complete the packing of the items of $\bar{V}_{K}$ set. Then, we have to solve the following mathematical programming formulation

$$
\begin{equation*}
L B=\operatorname{Min}\left(\sum_{j=1}^{m} c_{j} \bar{y}_{j}+\sum_{h=j^{*}}^{m} \sum_{j=h}^{m} c_{j} y_{h j}\right) \tag{17}
\end{equation*}
$$

s.t.

$$
\begin{gather*}
\sum_{j=h}^{m} y_{h j}=\left|V_{h}\right| h=j^{*}, \ldots, m  \tag{18}\\
\sum_{j=1}^{m} W_{j} \bar{y}_{j}+\sum_{h=j^{*}}^{m} \sum_{j=h}^{m} W_{j} y_{h j} \geqslant \sum_{i \in V} w_{i}  \tag{19}\\
\sum_{j=1}^{m} W_{j} \bar{y}_{j}+\sum_{h=j^{*}}^{m} \sum_{j=h}^{m} \widetilde{W}_{h j} y_{h j} \geqslant \sum_{i \in \bar{V}_{K}} w_{i} \tag{20}
\end{gather*}
$$

$$
\begin{gather*}
\bar{y}_{j} \in \mathbb{N}, j=1, \ldots, m  \tag{21}\\
y_{h j} \in \mathbb{N}, h=j^{*}, \ldots, m j=h, \ldots, m \tag{22}
\end{gather*}
$$

The objective function (17) is to minimize the total cost of required bins (both the additional bins that are added for complete the packing of items from $\bar{V}_{K}$ and the bins used for the packing of items from the maximal clique set $V_{K}$ ). Constraint (18) is derived from formula (13) ensure that each item of the maximal clique set $V_{K}$ is packed into a distinct bin. Constraint (19) ensures that the total capacity of used bins enables to pack all the items. Constraint (20) informs that the residual capacities generated by the packing of the maximal clique items together with the capacity of additional bins are enable to pack the set of items from $\bar{V}_{K}$. Whilst, formulas (21) and (22) represent the integrality constraints.

## 4 Conclusion

The variable sized bin-packing problem with conflicts is an NP-hard combinatorial problem often encountered in the practical field; it generalizes both the bin-packing problem with heterogeneous bins and the vertex coloring problem, both well known and notoriously difficult. In this paper, we have addressed the offline version of this problem, where we have proposed two variant of lower bound based on the combination of the clique computation and the constraint relaxing formulation.

Finally, considering the practical relevance of discussed problem and the fact that the offline version of this problem has not been excessively addressed in the literature, this work can be considered as a comparison basis for the future works.
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#### Abstract

This paper is dealing with a cancer invasion model proposed by Chaplain (J Theor Biol 241:564-589, 2006). We are interested by the case of small initial data and when matrix-degrading enzymes initial data is bounded by below by a strictly positive constant. We provide global existence and uniqueness of weak solutions. We prove that the global solution converges with an exponential decay to a study state which is a solution of the corresponding stationary equation.


## 1 The Model Equation

The model is described by the following system [2]

$$
\left\{\begin{array}{l}
\partial_{t} n=D \Delta n-\rho \nabla \cdot(n \nabla f),(t, x) \in \mathbb{R}^{+} \times \Omega  \tag{1}\\
\partial_{t} f=-\gamma m f,(t, x) \in \mathbb{R}^{+} \times \Omega \\
\partial_{t} m=\varepsilon \Delta m+\alpha n-\nu m,(t, x) \in \mathbb{R}^{+} \times \Omega \\
n(0)=n_{0}, f(0)=f_{0}, m(0)=m_{0} \\
\partial_{\nu} n=\partial_{\nu} m=0, \text { o } n \mathbb{R}^{+} \times \partial \Omega
\end{array}\right.
$$

where $n$ is the cancer cell density, $m$ is the concentration of the matrix degrading enzyme, $f$ is the extracellular matrix density, $D, \rho, \gamma, \varepsilon, \nu$ are nonnegative constant and $\Omega$ is a bounded regular domain of $\mathbb{R}^{2}$.

One can summarize briefly the invasion-degradation process as follow. The extracellular matrix is invaded by the migration of cancer cells following the haptotactic gradient $\nabla \cdot(n \nabla f)$. The migrated cells produce degrading matrix enzyme $m$ which degrades the surrounded extracellular matrix leading to the cancer growth. Local

[^18]existence and uniqueness of regular solutions for such a model has been proved by [4] for classical initial data. The most feature of such equations is the possibility of blowing-up in finite time for arbitrary initial conditions. However, global existence can be obtained for small initial data.

In the sequel, $L^{2}(\Omega)$ will denote the Hilbert space of measurable and square integrable functions endowed with the norm $\|$.$\| while the Banach space L^{p}(\Omega)$ will be endowed with the usual norm denoted by $\|.\|_{0, p}$. The weak solutions are constructed the Sobolev spaces $H^{m}(\Omega)$ endowed with the classical norm $\|.\|_{H^{m}}$.

The plan of the manuscript is the following. In Sect. 2 we will prove existence and uniqueness of a local in time solution while in Sect. 3, we will prove that the previous solution is global in time. Finally, the Sect. 4 is devoted to the asymptotic behavior of the solution. More precisely, we will prove that the solution converges with an exponential decay to the average of the initial data.

## 2 Local in Time Existence and Uniqueness of a Solution

Definition 1 The triplet ( $n, f, m$ ) with

$$
\begin{gathered}
n \in L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right), \quad \partial_{t} n \in L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\star}\right), \\
f \in \mathscr{C}\left(0, T ; H^{1}(\Omega)\right) \cap L^{\infty}\left(0, T ; H^{2}(\Omega)\right), \\
m \in L^{\infty}\left(0, T ; L^{2}(0, T)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right) ; \partial_{t} m \in L^{2}\left(Q_{T}\right),
\end{gathered}
$$

is called a weak solution of (1) if $f$ satisfies the ODE a.e; and if for all $\varphi \in L^{2}\left(0, T ; H^{1}(\Omega)\right)$

$$
\begin{aligned}
& \int_{0}^{T}\left\langle\partial_{t} n, \varphi\right\rangle+\int_{0}^{T} \int_{\Omega}\{D \nabla n-\rho n \nabla f\} \cdot \nabla \varphi d x d t=0 \\
& \int_{Q_{T}} \partial_{t} m \varphi+\varepsilon \nabla m \cdot \nabla \varphi-(v m-\alpha n) \varphi d x d t=0
\end{aligned}
$$

The aim of this section is to prove the following Theorem
Theorem 2 Assume that

$$
\begin{gathered}
n_{0} \in L^{\infty}(\Omega), f_{0} \in W^{2, p}(\Omega), m_{0} \in W^{1, p}(\Omega), \quad p>2 \\
n_{0} \geq 0, \quad f_{0} \geq 0, \quad m_{0} \geq \gamma_{\star}>0, \quad \partial_{\nu} f_{0}=0,
\end{gathered}
$$

for some positive constant $\gamma_{\star}$. Then, there exists a unique local nonnegative weak solution

$$
(n, f, m) \in L^{2}\left(0, T^{\star}, H^{1}(\Omega)\right) \times L^{2}\left(0, T^{\star}, H^{2}(\Omega)\right) \times L^{2}\left(0, T^{\star}, H^{1}(\Omega)\right)
$$

satisfying $m \geq \gamma_{\star}$.
The proof will be done in several steps.

### 2.1 The Equation Satisfied by m for Given $n$

Suppose that the initial condition satisfies $m_{0} \geq \gamma_{\star}$, and let $n \geq 0$,

$$
n \in L^{2}\left(0, T ; H^{1}(\Omega)\right)
$$

be given. Our aim is to construct a solution satisfying $m \geq \gamma_{\star}$ to the problem

$$
\left\{\begin{array}{l}
\partial_{t} m=\varepsilon \Delta m+\alpha n-v m,(t, x) \in \mathbb{R}^{+} \times \Omega  \tag{2}\\
m(0, .)=m_{0}, \quad \partial_{v} m=0
\end{array}\right.
$$

To do so, we will consider the following intermediate problem

$$
\left\{\begin{array}{l}
\partial_{t} m=\varepsilon \Delta m+\alpha n-v m 1_{\left\{m \geq \gamma_{+}\right\}},(t, x) \in \mathbb{R}^{+} \times \Omega  \tag{3}\\
m(0, .)=m_{0}, \quad \partial_{v} m=0
\end{array}\right.
$$

Solution for such a problem can be constructed by an iteration argument. Indeed, let us consider the sequence ( $m^{k}$ ), defined for given $m^{1}$, by

$$
\left\{\begin{array}{l}
\partial_{t} m^{k+1}=\varepsilon \Delta m^{k+1}+\alpha n-v m^{k+1} 1_{\left\{m^{k} \geq \gamma_{*}\right\}},(t, x) \in \mathbb{R}^{+} \times \Omega  \tag{4}\\
m^{k+1}(0, .)=m_{0}, \quad \partial_{\nu} m^{k+1}=0
\end{array}\right.
$$

We check easily by standard calculus that for fixed $T>0$, there exists a constant $C_{T, n}$ independent of $k$ such that

$$
\left\|m^{k+1}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|m^{k+1}\right\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}+\left\|\partial_{t} m^{k+1}\right\|_{L^{2}\left(\Omega_{T}\right)}^{2} \leq C_{T, n}
$$

Then, for a subsequence, $m^{k} \rightarrow m$ strongly in $L^{2}\left(\Omega_{T}\right)$, where $m$ is a solution to (3). Then multiplying (3) by $\left(m-\gamma_{\star}\right)^{-}$and integrating by parts, we get

$$
-\partial_{t}\left\|\left(m-\gamma_{\star}\right)^{-}\right\|^{2}=\left\|\nabla\left(m-\gamma_{\star}\right)^{-}\right\|^{2}+\int_{\Omega} n\left(m-\gamma_{\star}\right)^{-} d x \geq 0 .
$$

As $m_{0} \geq \gamma_{\star}$ then $\left\|\left(m-\gamma_{\star}\right)^{-}\right\|^{2}=0$ hence $m \geq \gamma_{\star}$. Consequently the solution $m$ to (3) is also a solution to (2). Then we proved that if $m_{0} \geq \gamma_{\star}, n \geq 0$ and $n \in L^{2}\left(0, T ; H^{1}(\Omega)\right)$, the solution to (2) satisfies $m \geq \gamma^{\star}$. Moreover, by standard computations on parabolic equations, there exists a constant $C>0$ depending on the initial data such that

$$
\begin{equation*}
\|m\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\|m\|_{L^{2}\left(0, T ; H^{k}(\Omega)\right)}^{2} \leq C\left(\|n\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)}^{2}+1\right) \tag{5}
\end{equation*}
$$

$\mathrm{k}=1,2,3$.

### 2.2 The Equation Satisfied by the Extracellular Matrix Density f for Given m

Let $m$ be given by the previous subsection and $f$ be the solution of the ordinary differential equation,

$$
\partial_{t} f=-\gamma m f, \quad f(0)=f_{0} .
$$

We prove easily that

$$
\begin{gather*}
\|f\|_{H^{k}(\Omega)}^{2}(t) \leq C_{f_{0}}\left(1+t\|m\|_{L^{2}\left(0, T ; H^{k}(\Omega)\right)}^{2}\right) e^{-2 \gamma \gamma_{\star} t}, k=1,2,3 .  \tag{6}\\
\Delta f-f_{0}\left|\gamma \int_{0}^{t} \nabla m(\tau) d \tau\right|^{2} \|_{L^{2}(\Omega)}^{2}(t) \leq C_{f_{0}}\left(1+t\|n\|_{L^{2}\left(Q_{T}\right)}^{2}\right) e^{-2 \gamma \gamma_{\star} t}, \tag{7}
\end{gather*}
$$

where

$$
\begin{equation*}
C_{f_{0}}=\left\|\Delta f_{0}\right\|_{L^{2}(\Omega)}^{2}+2 \gamma\left\|\nabla f_{0}\right\|_{L^{2}(\Omega)}^{2}+\gamma\left\|f_{0}\right\|_{L^{\infty}(\Omega)}^{2} \tag{8}
\end{equation*}
$$

### 2.3 The Parabolic Equation Satisfied by Cell Density for Given ECM Density $f$

For $f$ satisfying properties of the previous subsection, we consider $n^{\star}$ the weak solution of the linear parabolic problem

$$
\left\{\begin{array}{l}
\partial_{t} n^{\star}=D \Delta n^{\star}-\rho \nabla \cdot\left(n^{\star} \nabla f\right), \quad(t, x) \in(0, T) \times \Omega  \tag{9}\\
n(0)=n_{0}, \quad \partial_{\nu} n^{\star}=0
\end{array}\right.
$$

From classical results on parabolic equations, there exists a unique solution $n^{\star}$

$$
n^{\star} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right), \quad \partial_{t} n^{\star} \in L^{2}\left(0, T,\left(H^{1}(\Omega)^{\star}\right)\right),
$$

where $\left(H^{1}(\Omega)\right)^{\star}$ is the dual space of $H^{1}(\Omega)$.

### 2.4 Fixed Point Procedure

For fixed $T>0, R_{i}>0 i=1,2,3$, we define $V_{T}$ by

$$
V_{T}=\left\{\begin{array}{l}
n \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right), n \geq 0, \quad n(0, x)=n_{0} \\
\|n\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leq R_{1},\|\nabla n\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \leq R_{2},\left\|\partial_{t} n\right\|_{L^{2}\left(0, T ;\left(H^{1}(\Omega)\right)^{\star}\right)} \leq R_{3}
\end{array}\right\}
$$

Define $\mathscr{L}$ on $V_{T}$ as follows. Let $n \in K$ and $m$ be the corresponding solution of

$$
\partial_{t} m=\Delta m+\alpha n-v m, \quad m(0)=m_{0}, \quad \partial_{\nu} m=0
$$

Then consider $f$ the solution of the ODE

$$
\partial_{t} f=-\gamma m f, \quad f(0)=f_{0}
$$

Then $\mathscr{L}(n)$ is defined as the weak solution

$$
\partial_{t} n^{\star}=D \Delta n^{\star}-\rho \nabla \cdot\left(n^{\star} \nabla f\right), \quad n^{\star}(0)=n_{0}, \quad \partial_{\nu} n^{\star}=0 .
$$

It is clear that $V_{T}$ is a compact and convex subset of $L^{2}\left(Q_{T}\right)$ and we use standard arguments to prove that there exists $R_{i}, i=1,2,3$ such that for $T$ small enough, the operator $\mathscr{L}$ sends $V_{T}$ into itself and that $\mathscr{L}$ is continuous. Indeed, Multiplying the parabolic equation by $n^{\star}$ and integrating by parts we get

$$
\begin{aligned}
\frac{d}{2 d t}\left\|n^{\star}\right\|^{2}+D\left\|\nabla n^{\star}\right\|^{2} & =\rho \int_{\Omega} n^{\star} \nabla f \cdot \nabla n^{\star}=\frac{\rho}{2} \int_{\Omega} \nabla\left(\left(n^{\star}\right)^{2}\right) \cdot \nabla f \\
& =-\frac{\rho}{2} \int_{\Omega}\left(\left(n^{\star}\right)^{2}\right) \cdot \Delta f
\end{aligned}
$$

Consequently

$$
\frac{d}{2 d t}\left\|n^{\star}\right\|^{2}+D\left\|\nabla n^{\star}\right\|^{2} \leq \frac{\rho}{2}\|\Delta f\|\left\|\left(n^{\star}\right)^{2}\right\| \leq \frac{\rho}{2}\|\Delta f\|\left\|n^{\star}\right\|_{0,3}\left\|n^{\star}\right\|_{0,6}
$$

Then using the Gagliardo-Nirenberg inequality

$$
\|n\|_{0,3} \leq C\|n\|_{H^{1}(\Omega)}^{\frac{1}{2}}\|n\|_{0,2}^{\frac{1}{2}}
$$

and the fact that $H^{1}(\Omega)$ is continuously embedded into $L^{6}(\Omega)$, we obtain

$$
\frac{d}{2 d t}\left\|n^{\star}\right\|^{2}+D\left\|\nabla n^{\star}\right\|^{2} \leq C\|\Delta f\|\left\|n^{\star}\right\|_{H^{1}(\Omega)}^{\frac{3}{2}}\left\|n^{\star}\right\|^{\frac{1}{2}}
$$

Furthermore, by Young's inequality ( $p=\frac{4}{3}, q=4$ )

$$
\frac{d}{2 d t}\left\|n^{\star}\right\|^{2}+D\left\|\nabla n^{\star}\right\|^{2} \leq C \alpha\left\|n^{\star}\right\|_{H^{1}(\Omega)}^{2}+C_{\alpha}\|\Delta f\|^{4}\left\|n^{\star}\right\|^{2}
$$

Then, choosing $\alpha$ small enough, we get

$$
\frac{d}{2 d t}\left\|n^{\star}\right\|^{2}+\frac{D}{2}\left\|\nabla n^{\star}\right\|^{2} \leq\left(C_{\alpha}\|\Delta f\|^{4}+C \alpha\right)\left\|n^{\star}\right\|^{2} .
$$

Combining (6), (5) and the fact that $n \in V_{T}$, we deduce that

$$
\frac{d}{2 d t}\left\|n^{\star}\right\|^{2}+\frac{D}{2}\left\|\nabla n^{\star}\right\|^{2} \leq C\left(R_{1}, R_{2}, \alpha, T\right)\left\|n^{\star}\right\|^{2}
$$

for some positive constant depending on $R_{1}, R_{2}, \alpha, T$. Using Gronwall's lemma, we get

$$
\begin{align*}
& \left\|n^{\star}\right\|(t) \leq e^{\int_{0}^{t} C\left(R_{1}, R_{2}, \alpha, T\right) d \tau}\left\|n_{0}\right\|^{2}, \\
& \left\|\nabla n^{\star}\right\|_{L^{2}\left(Q_{T}\right)}^{2} \leq\left(1+\int_{0}^{T} e^{\left.\int_{0}^{t} C\left(R_{1}, R_{2}, \alpha, T\right) d \tau\right)}\right)\left\|n_{0}\right\|^{2} . \tag{10}
\end{align*}
$$

To provide time derivative estimate, we test the parabolic equation satisfied by $n^{\star}$ by $\varphi \in L^{2}\left(0, T ; H^{1}(\Omega)\right)$

$$
\left\langle\partial_{t} n^{\star} ; \varphi\right\rangle=-D \int_{\Omega} \nabla n^{\star} \cdot \nabla \varphi d x+\rho \int_{\Omega} n^{\star} \nabla f \cdot \nabla \varphi d x
$$

Then

$$
\begin{aligned}
\left|\left\langle\partial_{t} n^{\star} ; \varphi\right\rangle\right| & \leq D\left\|\nabla n^{\star}\right\|\|\nabla \varphi\|+\rho\left\|n^{\star} \nabla f\right\|\|\nabla \varphi\| \\
& \leq D\left\|\nabla n^{\star}\right\|\|\nabla \varphi\|+\rho\left\|n^{\star}\right\|_{0,4}\|\nabla f\|_{0,4}\|\nabla \varphi\| .
\end{aligned}
$$

As $H^{1}(\Omega)$ is continuously embedded in $L^{4}(\Omega)$, we deduce that

$$
\left|\left\langle\partial_{t} n^{\star} ; \varphi\right\rangle\right| \leq D\left\|\nabla n^{\star}\right\|\|\nabla \varphi\|+\rho\left\|n^{\star}\right\|_{H^{1}(\Omega)}\|\nabla f\|_{H^{1}(\Omega)}\|\nabla \varphi\|,
$$

consequently

$$
\begin{aligned}
& \int_{0}^{t}\left|\left\langle\partial_{t} n^{\star} ; \varphi\right\rangle\right| d t \\
\leq & \left(D\left\|\nabla n^{\star}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}+\rho\left\|n^{\star}\right\|_{L^{2}\left(0, T, H^{1}(\Omega)\right)}\|f\|_{L^{\infty}\left(0, T, H^{2}(\Omega)\right)}\right)\|\varphi\|_{L^{2}\left(0, T ; H^{1}(\Omega)\right)} .
\end{aligned}
$$

This means

$$
\begin{align*}
& \left\|\partial_{t} n^{\star}\right\|_{L^{2}\left(0, T ;\left(H^{1}\right)^{\star}\right)} \\
& \leq D\left\|\nabla n^{\star}\right\|_{L^{2}\left(0, T, L^{2}(\Omega)\right)}+\rho\|f\|_{L^{\infty}\left(0, T, H^{2}(\Omega)\right)}\left\|n^{\star}\right\|_{L^{2}\left(0, T, H^{1}(\Omega)\right)}  \tag{11}\\
& \leq D R_{2}+\rho\left(R_{1}+R_{2}\right)+C\left(R_{1}, R_{2}, T\right) .
\end{align*}
$$

Then, recalling (10) and (11), we check that for $R_{1}^{2}=2\left\|n_{0}\right\|^{2}, R_{2}^{2}=\left\|n_{0}\right\|^{2}+1$ and $R_{3}=D R_{2}+\rho\left(R_{1}+R_{2}\right)+C\left(R_{1}, R_{2}, T\right)$, the operator $\mathscr{L}$ sends $V_{T}$ into itself for small time $T$.

Next, using again (10) and (11) and the uniqueness of the solution of (9) we prove that the operator $\mathscr{L}$ is continuous on $L^{2}\left(0, T, L^{2}(\Omega)\right)$.

Finally, the existence of a solution $(n, f, m)$ to (1) is a consequence of Schauder's fixed point theorem.

However, the uniqueness cannot be obtained by standard arguments because the solution $n$ is not smooth enough. We will use the idea developed by GajewskiZakarias [3]. We set

$$
g(n)=n(\log (n)-1)
$$

Let $\left(n_{i}, f_{i}, m_{i}\right)$ two solutions of (1) with the same initial data. Then setting

$$
h\left(n_{1}, n_{2}\right)=g\left(n_{1}\right)+g\left(n_{2}\right)-2 g\left(\frac{n_{1}+n_{2}}{2}\right)
$$

we check that

$$
\partial_{t}\left(h\left(n_{1}, n_{2}\right)\right)=\left(\partial_{t} n_{1}\right) \log \left(\frac{2 n_{1}}{n_{1}+n_{2}}\right)+\left(\partial_{t} n_{2}\right) \log \left(\frac{2 n_{2}}{n_{1}+n_{2}}\right) .
$$

Then replacing $\partial_{t} n_{i}$ by $D \Delta n_{i}-\rho \nabla \cdot\left(n_{i} \nabla f_{i}\right)$ and integrating by parts, we get

$$
\begin{equation*}
\int_{\Omega} h\left(n_{1}, n_{2}\right) d x \leq C\left\|n_{1}+n_{2}\right\|_{L^{\infty}\left(Q_{T}\right)} \int_{0}^{t}\left\|\nabla f_{1}-\nabla f_{2}\right\|^{2} d s \tag{12}
\end{equation*}
$$

Using the equations satisfied by $f_{1}-f_{2}$ and $m_{1}-m_{2}$ respectively, we prove easily that

$$
\begin{equation*}
\int_{0}^{t}\left\|\nabla f_{1}-\nabla f_{2}\right\|^{2} d s \leq C\left(\int_{0}^{t}\left\|\nabla m_{1}-\nabla m_{2}\right\|^{2}+\left\|m_{1}-m_{2}\right\|^{2} d s\right) \tag{13}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\|\nabla m_{1}-\nabla m_{2}\right\|^{2}(t)+\left\|m_{1}-m_{2}\right\|^{2}(t) \\
& \leq C \int_{0}^{t}\left\|n_{1}-n_{2}\right\|^{2} d s  \tag{14}\\
& \leq C\left\|n_{1}+n_{2}\right\|_{\infty, Q_{T}} \int_{0}^{t}\|\sqrt{n} 1-\sqrt{n}\|^{2} d s
\end{align*}
$$

Then combining (12), (13) and (14), we get

$$
\begin{aligned}
& \int_{\Omega} h\left(n_{1}, n_{2}\right) d x+\left\|m_{1}-m_{2}\right\|_{H^{1}(\Omega)}^{2}(t) \\
\leq & C\left\|n_{1}+n_{2}\right\|_{\infty, Q_{T}}\left\{\int_{0}^{t}\left\|\sqrt{n}_{1}-\sqrt{n_{2}}\right\|^{2}+\left\|m_{1}-m_{2}\right\|_{H^{1}(\Omega)}^{2}(s) d s\right\}
\end{aligned}
$$

Finally uniqueness follows from the following inequality ([3, Lemma 6.4; p. 112])

$$
h\left(n_{1}, n_{2}\right) \geq \frac{1}{4}\left(\sqrt{n}_{1}-\sqrt{n_{2}}\right)^{2}
$$

and Gronwall's Lemma.

## 3 Global Existence of a Solution

We prove that the previous local solution is global in time by adapting some ideas of Yagi [7].
Theorem 3 Denoting by $C_{\Omega}$ the constant appearing in the interpolation inequality

$$
\|a\|_{L^{8}(\Omega)} \leq C_{\Omega}\|a\|_{L^{2}(\Omega)}^{\frac{1}{4}}\|a\|_{H^{1}(\Omega)}^{\frac{3}{4}}, \quad \forall a \in L^{8}(\Omega) \cap H^{1}(\Omega),
$$

and by $p(x)=C_{\Omega} x^{2}(x+1)$. Assuming that the initial data $n_{0}, f_{0}$ satisfy

$$
\begin{equation*}
4 D-\frac{1}{2}\left(1+\frac{C_{f_{0}}}{\gamma^{2} \gamma_{\star}^{2}} p^{2}\left(\left\|n_{0}\right\|_{L^{1}(\Omega)}^{\frac{1}{6}}\right)\right)>0, \tag{15}
\end{equation*}
$$

where $D$ is the diffusion coefficient of cancer cells and $C_{f_{0}}$ the constant

$$
\begin{equation*}
C_{f_{0}}=\left\|\Delta f_{0}\right\|_{L^{2}(\Omega)}^{2}+2 \gamma\left\|\nabla f_{0}\right\|_{L^{2}(\Omega)}^{2}+\gamma\left\|f_{0}\right\|_{L^{\infty}(\Omega)}^{2} \tag{16}
\end{equation*}
$$

Then there exists a constant $C>0$ independent of time, depending only on the initial data such that

$$
\begin{equation*}
\|\nabla \sqrt{(n+1)}\|_{L^{2}\left(Q_{T}\right)}^{2} \leq C, \quad \forall T>0 \tag{17}
\end{equation*}
$$

Consequently, there exists $C>0$ depending only on the initial data such that

$$
\begin{equation*}
\|n\|_{L^{2}\left(0, t, H^{2}(\Omega)\right)}+\|m\|_{L^{2}\left(0, t, H^{2}(\Omega)\right)}+\|f\|_{L^{2}\left(0, t, H^{2}(\Omega)\right)} \leq C(1+t), t \in(0, T) \tag{18}
\end{equation*}
$$

which leads to the global existence of a solution to (1).
Proof The proof relies on interpolation inequalities and mass conservation leading to

$$
\begin{align*}
& \|n\|_{L^{2}(\Omega)}(t) \\
& \leq p\left(\left\|n_{0}\right\|_{L^{1}(\Omega)}^{\frac{1}{6}}\right)\|\nabla \sqrt{(n+1)}\|(t)+\left(\left\|n_{0}\right\|_{L^{1}(\Omega)}+1\right)^{\frac{1}{2}} p\left(\left\|n_{0}\right\|_{L^{1}(\Omega)}^{\frac{1}{6}}\right) \tag{19}
\end{align*}
$$

for $0 \leq t \leq T$ ( $p$ is the polynomial defined above) and the following entropy inequality obtained by multiplying the first equation of (1) by the entropy term $\ln (n+1)$ and integrating by parts

$$
\begin{align*}
& \varphi(t)+\left(4 D-\frac{1}{2}\left(1+\frac{C_{f_{0}}}{\left(\gamma \gamma_{*}\right)^{2}}\right) p^{2}\left(\left\|n_{0}\right\|_{L^{1}(\Omega)}^{\frac{1}{6}}\right)\right)\|\nabla \sqrt{(n+1)}\|_{L^{2}((0, T) \times \Omega)}^{2}  \tag{20}\\
& \leq C+\varphi(0)
\end{align*}
$$

where

$$
\varphi(t)=\int_{\Omega}(n+1)(\ln (n+1)-n) d x
$$

and $C$ is a positive constant which is independent of $T$, depending only on the initial data and $\gamma, \gamma_{\star}$. Finally, using (20) and (15) we deduce that

$$
\|\nabla \sqrt{(n+1)}\|_{L^{2}((0, T) \times \Omega)}^{2}
$$

is bounded by a constant which is independent of $T$ then (17) is proved.
Next, combining (19) and (17) we deduce that there exists $C$, independent of $T$, depending only on the data such that

$$
\begin{equation*}
\|n\|_{L^{2}(0, T) ; L^{2}(\Omega)} \leq C \tag{21}
\end{equation*}
$$

Consequently (18) follows from classical results on parabolic equations. To end this section, it remains to prove that $n \in L^{\infty}\left(0, T, L^{\infty}(\Omega)\right)$. This is done by controlling $L^{p}$ norms and using the theorem of Alikakos [1] based on the iterations theorem of Moser. See also [3].

## 4 Asymptotic Behavior of the Solution

We will need more regularity on the initial data to provide the asymptotic behavior of the solution. We will prove that $n \rightarrow \overline{n_{0}}, m \rightarrow \frac{\alpha}{v} \overline{n_{0}}, f \rightarrow 0$ in $L^{\infty}(\Omega)$ with exponential decay, where

$$
\overline{n_{0}}=\frac{1}{|\Omega|} \int_{\Omega} n_{0}(x) d x
$$

Theorem 4 Assume that the initial data satisfy (15) and

$$
\left(n_{0}, m_{0}, f_{0}\right) \in H^{2}(\Omega) \times H^{2}(\Omega) \times H^{3}(\Omega)
$$

Then for arbitrary $0<\beta<\gamma \gamma_{\star}$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{\beta t}\|f(t, .)\|_{L^{\infty}(\Omega)}=0 \tag{22}
\end{equation*}
$$

Moreover, there exists a constant $k>0$ depending on $D$ and $|\Omega|$ such

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{k t}\left\|n(t, .)-\bar{n}_{0}\right\|_{L^{\infty}(\Omega)}=0 \tag{23}
\end{equation*}
$$

Finally for $0<\delta<\min (2 v, \kappa)$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{\delta t}\left\|m(t, .)-\frac{\alpha}{v} \bar{n}_{0}\right\|_{L^{\infty}(\Omega)}=0 \tag{24}
\end{equation*}
$$

Proof As

$$
f(t, x)=f_{0}(x) e^{-\int_{0}^{t} m(\tau, x) d \tau}, \quad m \geq \gamma_{\star}, \text { a.e., }
$$

then $\|f(t, .)\|_{L^{\infty}(\Omega)} \leq\left\|f_{0}\right\|_{L^{\infty}(\Omega)} e^{-\gamma \gamma_{\star} t}$ then (22) holds. Denoting by

$$
P_{1}(u)=\partial_{t} n-D \Delta n+\rho \nabla \cdot(n \nabla f)
$$

and testing $\nabla P_{1}(u)$ by $\nabla \Delta n$ and integrating by parts, we get

$$
\frac{d}{2 d t}\|\Delta n\|_{L^{2}(\Omega)}^{2}+D\|\nabla \Delta n\|_{L^{2}(\Omega)}^{2} \leq \frac{D}{2}\|\nabla \Delta n\|_{L^{2}(\Omega)}^{2}+C\|\nabla \cdot(n \nabla f)\|_{H^{1}(\Omega)}^{2}
$$

Hence

$$
\frac{d}{2 d t}\|\Delta n\|_{L^{2}(\Omega)}^{2}+\frac{D}{2}\|\nabla \Delta n\|_{L^{2}(\Omega)}^{2} \leq C\|n \nabla f\|_{H^{2}(\Omega)}^{2} \leq\|n\|_{H^{2}(\Omega)}^{2}\|f\|_{H^{3}(\Omega)}^{2}
$$

Consequently, using (6), (5) and (18)

$$
\begin{equation*}
\frac{d}{2 d t}\|\Delta n\|_{L^{2}(\Omega)}^{2}+\frac{D}{2}\|\nabla \Delta n\|_{L^{2}(\Omega)}^{2} \leq C(1+t) e^{-2 \gamma \gamma_{2} t} \leq C e^{-\gamma \gamma_{2} t} . \tag{25}
\end{equation*}
$$

Moreover, testing $P_{1}(u)$ by $\Delta u$ and integrating by parts

$$
\frac{d}{2 d t}\|\nabla n\|_{L^{2}(\Omega)}^{2}+D\|\Delta n\|_{L^{2}(\Omega)}^{2} \leq \frac{D}{2}\|\Delta n\|_{L^{2}(\Omega)}^{2}+C\|\nabla \cdot(n \nabla f)\|_{L^{2}(\Omega)}^{2}
$$

By the previous arguments we get

$$
\begin{equation*}
\frac{d}{2 d t}\|\nabla n\|_{L^{2}(\Omega)}^{2}+\frac{D}{2}\|\Delta n\|_{L^{2}(\Omega)}^{2} \leq C(1+t) e^{-2 \gamma \gamma_{2} t} \leq C e^{-\gamma \gamma_{2} t} \tag{26}
\end{equation*}
$$

Next, we will need the following Lemma whose proof is based on Poincaré-Wirtinger inequality

Lemma 5 Let $\Omega$ be a bounded and regular domain of $\mathbb{R}^{N}, N \leq 3$. Then there exists a constant $C_{\Omega}>0$ depending only on $\Omega$ such that for every $u v \in H^{2}(\Omega)$ satisfying $\partial_{\nu} u=0$

$$
\begin{gather*}
\|\nabla u\|_{L^{2}(\Omega)} \leq C_{\Omega}\|\Delta u\|_{L^{2}(\Omega)}  \tag{27}\\
\|u-\bar{u}\|_{L^{\infty}(\Omega)} \leq C_{\Omega}\|\Delta u\|_{L^{2}(\Omega)} . \tag{28}
\end{gather*}
$$

Using (27) we get $\|\nabla \Delta n\|^{2} \geq \frac{1}{C_{\Omega}^{2}}\|\nabla n\|^{2}$ and adding (25) and (26)

$$
\begin{equation*}
\frac{d}{d t}\left(\|\nabla n\|^{2}+\|\Delta n\|^{2}\right)+\kappa\left(\|\nabla n\|^{2}+\|\Delta n\|^{2}\right) \leq C e^{-\gamma \gamma_{+} t} \tag{29}
\end{equation*}
$$

for $0<\kappa \leq \max \left(\frac{D}{2}, \frac{C_{\Omega}^{2} D}{2}\right)$. Consequently

$$
\begin{equation*}
\|\nabla n\|^{2}(t)+\|\Delta n\|^{2}(t) \leq e^{-\kappa t}\left(c_{n_{0}}+\int_{0}^{t} e^{\left(\kappa-\gamma \gamma_{\star}\right) t} d s\right) \tag{30}
\end{equation*}
$$

then choosing $\kappa$ such that $\kappa-\gamma \gamma_{\star} \leq 0$, we get

$$
\|\Delta n\|^{2} \leq c_{n_{0}}(1+t) e^{-\kappa t} .
$$

Finally, as $\bar{n}=\overline{n_{0}}$, we deduce from (28) and the previous estimate that

$$
\left\|n-\bar{n}_{0}\right\|_{L^{\infty}(\Omega)}^{2} \leq c_{n_{0}}(1+t) e^{-\kappa t}
$$

then (23) follows. We will use the same arguments for $m$. Denoting by $P_{2}(m)=$ $\partial_{t} m-\alpha n-\varepsilon \Delta m+\nu m$ and testing $\nabla P_{2}(m)$ by $\nabla \Delta m$ we get

$$
\frac{d}{2 d t}\|\Delta m\|^{2}+\frac{\varepsilon}{2}\|\nabla \Delta m\|+v\|\Delta m\|^{2} \leq c\|\nabla n\|^{2}
$$

Hence using (30),

$$
\frac{d}{2 d t}\|\Delta m\|^{2}+v\|\Delta m\|^{2} \leq c(1+t) e^{-\kappa t}
$$

Consequently

$$
\begin{equation*}
\|\Delta m\|^{2} \leq e^{-\nu t} c\left(1+\int_{0}^{t}(1+s) e^{(\nu-\kappa) s} d s\right) \tag{31}
\end{equation*}
$$

Moreover, simple calculus yield

$$
\begin{equation*}
\bar{m}=e^{-\nu t}\left(\bar{m}_{0}-\frac{\alpha}{\nu} \bar{n}_{0}\right)+\frac{\alpha}{\nu} \bar{n}_{0}, \tag{32}
\end{equation*}
$$

So that

$$
\begin{equation*}
\left\|\bar{m}-\frac{\alpha}{v} \bar{n}_{0}\right\|_{L^{\infty}} \leq C e^{\nu t} \tag{33}
\end{equation*}
$$

Then combining (31), (28), (32) and (33) we get (24) and the proof of the theorem is achieved.

Remark 6 We proved existence and uniqueness of a global strong solution to (1) for small data in the two dimensional case. In the papers of [5] and [6], we can find existence and uniqueness of a global classical solution without restriction on the initial data, to a similar model with a logistic source term $n(1-n-f)$ in the cancer cell equation, which is known to prevent blow up. Comparing to those papers, blow up is not excluded in our case, so condition (15) is justified.
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# Mathematical Analysis of a Continuous Crystallization Process 

Amira Rachah and Dominikus Noll


#### Abstract

In this paper we discuss a mathematical model of crystallization of KCl in continuous operational mode with fines dissolution and classified product removal. We prove the global existence and the uniqueness of solutions of the model under realistic hypotheses.


## 1 Introduction

Crystallization is the unitary operation of formation of solid crystals from a solution. It is a key technology for a wide range of pharmaceutical, food and chemical industries where it is used to produce solid particles with desirable characteristics. The crystallization process is initiated when a solution becomes supersaturated, either by cooling, evaporation of solvent, addition of anti-solvent, or by chemical reaction. The principal processes in crystallization include nucleation or crystal birth, crystal growth, breakage, attrition and possibly agglomeration, in tandem with external processes like heating and cooling, product removal, fines dissolution [1-3], and much else.

Crystallizers can be operated in batch, semi-batch or continuous mode. In the continuous operational mode, solution is continuously fed to the crystallizer and product is continuously removed [4-6] in order to maintain a steady state. Mathematical models of crystallization processes are based on population, molar and energy balances. The population balance is described by a first order hyperbolic partial differential equation. The molar and energy balances are described by integro-differential equations.

[^19]In this work we discuss a mathematical model of crystallization of potassium chloride $(\mathrm{KCl})$ in continuous operational mode with fines dissolution and classified product removal. Crystalline KCl is used in medicine and food processing, and as a sodium-free substitute for table salt. The process operates as follows: liquid solution is fed to the crystallizer. The supersaturation is generated by cooling. Due to supersaturation, crystals are formed from the solution and grow. Solution and crystals are continuously removed from the crystallizer by the product outlet (see several applications [4, 7, 8]). To justify our model we prove the existence and the uniqueness of solutions of the model under realistic hypotheses [9-14].

The structure of the paper is as follows. In first section we present the mathematical model of continuous crystallization of KCl . In the second part we justify the model by proving global existence and the uniqueness of solutions under realistic hypotheses.

## 2 Modelling and Dynamics of Process

In this section we present the population and mass balance equations which describe the dynamic model of continuous crystallization of KCl .

### 2.1 Population Balance Equation

The population balance equation describes a first interaction between the population of solid crystals, classified by their size, the characteristic length $L$, and a ageless populations of solute molecules of the constituent in liquid phase. The population balance equation models birth, growth and death of crystals due to breakage, washout, removal and is given by

$$
\begin{align*}
& \frac{\partial(V(t) n(L, t))}{\partial t}+G(c(t)) \frac{\partial(V(t) n(L, t))}{\partial L} \\
& =-q h_{f, p}(L) n(L, t)-a(L) V(t) n(L, t)  \tag{1}\\
& +\int_{L}^{\infty} a\left(L^{\prime}\right) b\left(L^{\prime} \rightarrow L\right) V(t) n\left(L^{\prime}, t\right) d L^{\prime} .
\end{align*}
$$

The boundary value is given by

$$
\begin{equation*}
n(0, t)=\frac{\left.B\left(c_{( } t\right)\right)}{\left.G\left(c_{( } t\right)\right)}, \quad t \geq 0 \tag{2}
\end{equation*}
$$

and the initial condition is given by

$$
\begin{equation*}
n(L, 0)=n_{0}(L), \quad L \in[0, \infty) . \tag{3}
\end{equation*}
$$

The second term on the left of (1) describes the growth of the population of crystals of size $L$, while the terms on the right describe external effects like fines dissolution, product removal, flow into and out of the crystallizer, breakage and attrition. Extended modeling could also account for agglomeration of crystals [1, 2]. The term $h_{f p}(L)=$ $h_{f}(L)+h_{p}(L)$ regroups the classification and the dissolution functions $h_{f}(L)$ and $h_{p}(L)$, depends on the volume $V(t)$. The classification function $h_{p}(L)$ describes the profile of the product removal filter, which removes large particles with a certain probability according to size. In the ideal case, assumed e.g. in [15], one has

$$
h_{p}(L)= \begin{cases}R_{p}, & \text { if } L \geq L_{p}  \tag{4}\\ 0, & \text { if } L<L_{p},\end{cases}
$$

where $L_{p}$ is the product removal size and $R_{p}$ the product removal rate. This corresponds to an ideal high-pass filter. Fines removal is characterized by the classification function $h_{f}$, which ideally is a low-pass filter of the form

$$
h_{f}(L)= \begin{cases}0, & \text { if } L>L_{f}  \tag{5}\\ R_{f}, & \text { if } L \leq L_{f},\end{cases}
$$

where $R_{f}$ is the fines removal rate, and $L_{f}$ is the fine size.
The growth rate $G(c(t))$ in (1) is dependent of crystal size $L$ and depends on the concentration of solute $c(t)$. One often assumes a phenomenological formula

$$
\begin{equation*}
G(c(t))=k_{g}\left(c(t)-c_{s}\right)^{g}, \tag{6}
\end{equation*}
$$

where growth coefficient $k_{g}$ and growth exponent $g$ depend on the constituent, and where $c_{s}$ is the saturation concentration, [4, 6, 15]. For theory it suffices to assume that $G$ is locally Lipschitz with $G(c)>0$ for supersaturation $c>c_{s}$, and $G(c)<0$ for $c<c_{s}$, in which case crystals shrink.

The breakage integral on the right of (1) can be explained as follows. The breakage rate $a(L)$ represents the probability that a particle of size $L$ and volume $k_{v} L^{3}$ undergoes breakage. The daughter distribution $b\left(L, L^{\prime}\right)$ represents the conditional probability that a particle of size $L$, when broken, produces a particle of size $L^{\prime}<L$. Equation (1) goes along with initial and boundary conditions. The initial crystal distribution $n_{0}(L)$ is called a seed. The boundary condition $n(0, t)=B(c(t)) / G(c(t))$ models birth of crystals at size $L=0$ and is governed by the ratio $B / G$ of birth rate $B(c)$ over growth rate $G(c)$. Again it is customary to assume a phenomenological law of the form

$$
\begin{equation*}
B(c(t))=k_{b}\left(\left(c(t)-c_{s}\right)_{+}\right)^{b} \tag{7}
\end{equation*}
$$

for the birth rate, where $k_{b}$ is the nucleation or birth coefficient, $b$ the birth exponent, and $q_{+}=\max \{0, q\}$. For theory it is enough to assume that $B$ is locally Lipschitz with $B>0$ for $c>c_{s}$ and $B=0$ for $c \leq c_{s}$, meaning that nucleation only takes place in a supersaturated suspension.

### 2.2 Mole Balance Equation

We now derive a second equation which models the influence of various internal and external effects on the second population, the concentration $c(t)$ of solute molecules in the liquid. In order to derive the so-called mole balance equation, we start by investigating the mass balance within the crystallizer. The total mass $m$ of the suspension in the crystallizer is given by

$$
\begin{equation*}
m=m_{\text {liquid }}+m_{\mathrm{solid}}=m_{\mathrm{solvent}}+m_{\mathrm{solute}}+m_{\mathrm{solid}} \tag{8}
\end{equation*}
$$

In this study we consider non-solvated crystallization, where solute molecules transit directly into solid state without integrating (or capturing) solvent molecules. We therefore have

$$
\frac{d m_{\text {solvent }}}{d t}=\dot{m}_{\text {solvent }}^{ \pm} .
$$

In continuous or semi-batch mode this equation has to be completed by external sources and sinks, takes the form

$$
\begin{align*}
\frac{d m}{d t} & =\frac{d m_{\text {solute }}}{d t}+\frac{d m_{\text {solid }}}{d t}+\frac{d m_{\text {solvent }}}{d t}  \tag{9}\\
& =\dot{m}_{\text {solute }}^{+}-\dot{m}_{\text {solute }}^{-}+\dot{m}_{\text {solid }}^{+}-\dot{m}_{\text {solid }}^{-}+\dot{m}_{\text {solvent }}^{+}-\dot{m}_{\text {solvent }}^{-}
\end{align*}
$$

We will now have to relate this equation to the population balance equation (1). In analogy with (8) we decompose the total volume $V$ of the suspension as

$$
V=V_{\text {liquid }}+V_{\text {solid }}=V_{\text {solute }}+V_{\text {solvent }}+V_{\text {solid }} .
$$

Since the crystallization is non-solvated, we have $\frac{d m_{\text {solute }}}{d t}=-\frac{d m_{\text {solid }}}{d t}$. The mass of solute is given by

$$
\begin{equation*}
m_{\text {solute }}=V c M \tag{10}
\end{equation*}
$$

Here $M$ is the molar mass of the constituent, $V$ the total volume of the suspension, and $V_{\text {solute }}$ is the volume of solute in the suspension. The unit of $c$ is [ $\left.\mathrm{mol} / \ell\right]$. In this study we will consider the total volume of the suspension as time-varying, which leads to the formula

$$
\begin{equation*}
\frac{d m_{\text {solute }}}{d t}=\frac{d(V c M)}{d t}=\frac{d V}{d t} c M+V \frac{d c}{d t} M . \tag{11}
\end{equation*}
$$

Let us now get back to (9). We start by developing the expressions on the right hand side. Decomposing

$$
\dot{m}_{\text {solid }}^{ \pm}=\dot{m}_{\text {fines }}^{ \pm}+\dot{m}_{\text {product }}^{ \pm}+\dot{m}_{\text {general }}^{ \pm},
$$

we have

$$
\dot{m}_{\text {fines }}^{+}+\dot{m}_{\text {product }}^{+}+\dot{m}_{\text {general }}^{+}=0
$$

meaning that we do not add crystals during the process. For crystal removal we have

$$
\dot{m}_{\text {product }}^{-}=q k_{v} \rho \int_{0}^{\infty} h_{p}(L) n(L, t) L^{3} d L
$$

which means that crystals of size $L$ are filtered with a certain probability governed by the classification function $h_{p}$. Similarly, fines are removed according to

$$
\dot{m}_{\text {fines }}^{-}=q k_{v} \rho \int_{0}^{\infty} h_{f}(L) n(L, t) L^{3} d L
$$

where $h_{f}$ is the fines removal filter profile. Here $\rho:=\rho_{\text {solute }}=\rho_{\text {solid }}$ is the density of solute, and also the crystal density.

The term

$$
\dot{m}_{\text {general }}^{-}=q k_{v} \rho \int_{0}^{\infty} n(L, t) L^{3} d L
$$

corresponds to a size indifferent removal of particles caused by the flow with rate $q$. The external terms for solute include $\dot{m}_{\text {solute }}^{-}=\frac{q}{V} m_{\text {solute }}$, meaning that due to the flow with rate $q$ a portion of the solute mass is lost. In the input we have $\dot{m}_{\text {solute }}^{+}=$ $q c_{f} M+\dot{m}_{\text {fines }}^{-}$, where $q c_{f} M$ means solute feed and is a control input. The second term $\dot{m}_{\text {fines }}^{-}$means that the mass which is subtracted from $m_{\text {solid }}$ in the dissolution phase is recycled and added to $m_{\text {solute }}$. Altogether fines removal does not alter the mass balance. We now have related the dotted expressions to quantities used in the population balance equation.

Our next step is to relate the internal dynamics of the mass balance to the population balance equation. We start by noting that

$$
m_{\text {solid }}(t)=k_{v} \rho V(t) \int_{0}^{\infty} n(L, t) L^{3} d L
$$

Therefore, differentiating with respect to time and substituting the integrated right hand side of the population balance equation $\int_{0}^{\infty}\{\ldots\} L^{3} d L$ in (1) gives

$$
\begin{aligned}
\frac{d m_{\text {solid }}(t)}{d t} & =k_{v} \rho \int_{0}^{\infty} \frac{\partial(V(t) n(L, t))}{\partial t} L^{3} d L \\
& =-k_{v} \rho G(c(t)) \int_{0}^{\infty} \frac{\partial(V(t) n(L, t))}{\partial L} L^{3} d L \\
& -k_{v} \rho q \int_{0}^{\infty}\left(1+h_{f}(L)+h_{p}(L)\right) n(L, t) L^{3} d L \\
& =3 k_{v} V(t) \rho G(c(t)) \int_{0}^{\infty} n(L, t) L^{2} d L \\
& -k_{v} \rho q \int_{0}^{\infty}\left(1+h_{f}(L)+h_{p}(L)\right) n(L, t) L^{3} d L
\end{aligned}
$$

where the third line uses integration by parts and also the fact that breakage conserves mass at all times

$$
\int_{0}^{\infty}\left(\mathscr{Q}_{\text {break }}^{+}(L, t)-\mathscr{Q}_{\text {break }}^{-}(L, t)\right) L^{3} d L=0
$$

so that terms related to breakage cancel. Altogether, Eq. (9) becomes

$$
\begin{aligned}
& \frac{d(V c M)}{d t}+3 k_{v} \rho V(t) G(c(t)) \int_{0}^{\infty} n(L, t) L^{2} d L \\
& -k_{v} \rho q \int_{0}^{\infty}\left(1+h_{f}(L)+h_{p}(L)\right) n(L, t) L^{3} d L \\
& =-\frac{q}{V} V c M+q c_{f} M-q k_{v} \rho \int_{0}^{\infty}\left(1+h_{p}(L)\right) n(L, t) L^{3} d L
\end{aligned}
$$

Canceling the term $q k_{v} \rho \int_{0}^{\infty}\left(1+h_{p}(L)\right) n(L, t) L^{3} d L$ on both sides gives

$$
\begin{equation*}
\frac{d(V c M)}{d t}=q c_{f} M-q c M-3 V k_{v} \rho G(c(t)) \int_{0}^{\infty} n(L, t) L^{2} d L \tag{12}
\end{equation*}
$$

$$
+q k_{v} \rho \int_{0}^{\infty} h_{f}(L) n(L, t) L^{3} d L
$$

where $c_{f}$ is the feed concentration.
Finally, using (11) and (6), Eq. (12) is transformed to

$$
\begin{align*}
\frac{d c(t)}{d t}= & -\left(\frac{V^{\prime}(t)}{V(t)}+\frac{q}{V(t)}+\frac{3 k_{v} \rho \mu(t)}{M}\right) c(t)+\frac{q c_{f}}{V(t)}  \tag{13}\\
& +3 \frac{k_{v} \rho c_{s} \mu(t)}{M}+\frac{q k_{v} \rho}{V(t) M} v(t)
\end{align*}
$$

where

$$
v(t)=\int_{0}^{\infty} h_{f}(L) n(L, t) L^{3} d L .
$$

and

$$
\mu(t)=\int_{0}^{\infty} n(L, t) L^{2} d L .
$$

## 3 Introducing Characteristics

In this part we present a transformation of the model using moments and characteristic curves. Let us recall the complete model described by the population and molar balances. The population balance equation is given by

$$
\begin{equation*}
\frac{\partial(V(t) n(L, t))}{\partial t}+G(c(t)) \frac{\partial V(t) n(L, t)}{\partial L}=-h(L) V(t) n(L, t)+w(L, t) \tag{14}
\end{equation*}
$$

where

$$
w(L, t)=\int_{L}^{\infty} a\left(L^{\prime}\right) b\left(L^{\prime} \rightarrow L\right)\left(V(t) n\left(L^{\prime}, t\right)\right) d L^{\prime}
$$

is the source term due to breakage and attrition.

$$
\begin{equation*}
h(L)=\tilde{h}(L)+a(L)>0 \tag{15}
\end{equation*}
$$

where $\tilde{h}=q h_{f+p} / V$ since $h_{f+p}$ depends on the volume $V$. The boundary value and the initial condition are given respectively by (2) and (3).

Then, we can define

$$
\begin{equation*}
w_{0}=w(L, 0)=\int_{L}^{\infty} a\left(L^{\prime}\right) b\left(L^{\prime} \rightarrow L\right) V(t) n_{0}\left(L^{\prime}\right) d L^{\prime} \tag{16}
\end{equation*}
$$

Lemma 1 Suppose the non-negative function $c(t)$ with $c(0)=c_{0}$ satisfies the mole balance equation (13). Then

$$
\begin{align*}
& c(t)=e^{\int_{0}^{t}-\left(\frac{V^{\prime}(\tau)}{V(\tau)}+\frac{q}{V(\tau)}+\frac{3 k_{v} \rho(\tau)}{M}\right) d \tau} \\
& \times\left(c_{0}+\int_{0}^{t}\left[\frac{q c_{f}}{V(\tau)}+\frac{3 k_{v} \rho c_{s} \mu(\tau)}{M}+\frac{q k_{v} \rho v(\tau)}{V(\tau) M}\right]\right.  \tag{17}\\
& \left.\times e^{\int_{0}^{\tau}\left(\frac{V^{\prime}(s)}{V(s)}+\frac{q}{V(s)}+\frac{3 k_{v} \rho \mu(s)}{M}\right) d s} d \tau .\right)
\end{align*}
$$

Proof By solving (13) with respect to $c(t)$ using variation of the constant, we obtain (17).

Next we introduce characteristic curves. For $t_{0}$ and $L_{0}$ fixed we let $\phi_{t_{0}, L_{0}}$ be the solution of the initial value problem

$$
\frac{d \phi(t)}{d t}=G(c(t)), \quad \phi\left(t_{0}\right)=L_{0}
$$

Since the right hand side does not depend on $L$, we have explicitly

$$
\begin{equation*}
\phi_{t_{0}, L_{0}}(t)=L_{0}+\int_{t_{0}}^{t} G(c(\tau)) d \tau \tag{18}
\end{equation*}
$$

We write specifically $z(t):=\phi_{0,0}(t)$. Now we introduce a family of functions $N_{t, L}$ which we use later to define $n(L, t)$ via

$$
N_{t_{0}, L_{0}}(t):=V(t) n\left(\phi_{t_{0}, L_{0}}(t), t\right) .
$$

We let $L=\phi_{t_{0}, L_{0}}(t)$, then $N_{t_{0}, L_{0}}$ satisfies

$$
\begin{aligned}
N_{t_{0}, L_{0}}^{\prime}(t) & =\frac{\partial(V(t) n(L, t))}{\partial L} \phi_{t_{0}, L_{0}}^{\prime}(t)+\frac{\partial(V(t) n(L, t))}{\partial t} \\
& =\frac{\partial(V(t) n(L, t))}{\partial L} G(c(t))+\frac{\partial(V(t) n(L, t))}{\partial t}
\end{aligned}
$$

Therefore (14) transforms into

$$
\begin{equation*}
N_{t_{0}, L_{0}}^{\prime}(t)=-h\left(\phi_{t_{0}, L_{0}}(t)\right) N_{t_{0}, L_{0}}(t)+w\left(\phi_{t_{0}, L_{0}}(t), t\right), \tag{19}
\end{equation*}
$$

and we consequently use these ODEs to define the functions $N_{t, L}$. Integration of (19) gives

$$
\begin{align*}
N_{t_{0}, L_{0}}(t) & =\left(N_{t_{0}, L_{0}}\left(t_{0}\right)+\int_{t_{0}}^{t} w\left(\phi_{t_{0}, L_{0}}(\tau), \tau\right) \exp \left\{\int_{t_{0}}^{\tau} h\left(\phi_{t_{0}, L_{0}}(\sigma)\right) d \sigma\right\} d \tau\right) \\
& \times \exp \left\{-\int_{t_{0}}^{t} h\left(\phi_{t_{0}, L_{0}}(\tau)\right) d \tau\right\} . \tag{20}
\end{align*}
$$

We can exploit this for two possible situations, where $N_{t_{0}, L_{0}}\left(t_{0}\right)$ can be given an appropriate value.

Before putting this to work, we will need two auxiliary functions $\tau$ and $\xi$, which are easily defined using the characteristics. First we define $\tau=\tau(t, L)$ implicitly by

$$
\begin{equation*}
\phi_{\tau, 0}(t)=L, \text { or equivalently } \phi_{t, L}(\tau)=0, \tag{21}
\end{equation*}
$$

or again,

$$
\begin{equation*}
\int_{\tau(t, L)}^{t} G(c(t)) d \sigma=L . \tag{22}
\end{equation*}
$$

Then we define $\xi=\xi(t, L)=\phi_{t, L}(0)$, which gives $\xi=L+\int_{t}^{0} G(c(t)) d \tau$. Using $N_{t, L}$, respectively (20), we can now define

$$
=\left\{\begin{array}{c}
V\left(t_{0}\right) n\left(L_{0}, t_{0}\right)  \tag{23}\\
=\left\{\begin{array}{c}
\left(V\left(t_{0}\right) \frac{B(c(t))}{G(c(t))}+\int_{\tau_{0}}^{t_{0}} w\left(\phi_{\tau_{0}, 0}(s), s\right) \exp \left\{\int_{\tau_{0}}^{s} h\left(\phi_{\tau_{0}, 0}(\sigma)\right) d \sigma\right\} d s\right) \\
\times \exp \left(-\int_{\tau_{0}}^{t_{0}} h\left(\phi_{\tau_{0}, 0}(s)\right) d s\right), \text { if } L_{0}<z\left(t_{0}\right) \\
\left(V\left(t_{0}\right) n_{0}\left(\phi_{t_{0}, L_{0}}(0)\right)+\int_{0}^{t_{0}} w\left(\phi_{t_{0}, L_{0}}(s), s\right) \exp \left\{\int_{0}^{s} h\left(\phi_{t_{0}, L_{0}}(\sigma)\right) d \sigma\right\} d s\right) \\
\times \exp \left(-\int_{0}^{t_{0}} h\left(\phi_{t_{0}, L_{0}}(s)\right) d s\right), \text { if } L_{0} \geq z\left(t_{0}\right)
\end{array}\right.
\end{array}\right.
$$

where $\tau_{0}=\tau\left(t_{0}, L_{0}\right)$ and $t_{0} \in\left[0, t_{f}\right]$. The formula is justified as follows. Let $t_{0}, L_{0}$ be such that $L_{0}<z\left(t_{0}\right)=\phi_{0,0}\left(t_{0}\right)$. This is the case where $\tau_{0}=\tau\left(t_{0}, L_{0}\right)>0$. Here
we consider Eq. (19) for $N_{\tau_{0}, 0}$ with initial value

$$
\begin{aligned}
N_{\tau_{0}, 0}\left(\tau_{0}\right) & =V\left(\tau_{0}\right) n\left(\phi_{\tau_{0}, 0}\left(\tau_{0}\right), \tau_{0}\right)=V\left(\tau_{0}\right) n\left(0, \tau_{0}\right) \\
& =V\left(\tau_{0}\right) B\left(c\left(\tau_{0}\right)\right) / G\left(c\left(\tau_{0}\right)\right)
\end{aligned}
$$

This uses the fact that $\phi_{\tau_{0}, 0}\left(\tau_{0}\right)=0$ according to the definition of $\phi_{\tau, 0}$. Integration gives the upper branch of (23).

Next consider $t_{0}, L_{0}$ such that $L_{0} \geq z\left(t_{0}\right)$. Then $\tau_{0}<0$, so that we do not want to use it as initial value. We therefore apply (19), (20) to $N_{t_{0}, L_{0}}$, now with initial time 0 . Then we get

$$
\begin{align*}
N_{t_{0}, L_{0}}\left(t_{0}\right) & =\left(N_{t_{0}, L_{0}}(0)+\int_{0}^{t_{0}} w\left(\phi_{t_{0}, L_{0}}(s), s\right) \exp \left\{\int_{0}^{s} h\left(\phi_{t_{0}, L_{0}}(\sigma)\right) d \sigma\right\} d s\right) \\
& \times \exp \left(-\int_{0}^{t_{0}} h\left(\phi_{t_{0}, L_{0}}(s)\right) d s\right) \tag{24}
\end{align*}
$$

Here $N_{t_{0}, L_{0}}(0)=V(0) n\left(\phi_{t_{0}, L_{0}}(0), 0\right)=V(0) n_{0}\left(\phi_{t_{0}, L_{0}}(0)\right)$, so we get the lower branch of (23) all right. This justifies the formula and completes the definition of the characteristic curves and the representation of the $V(t) n(L, t)$ via the characteristics.

## 4 Apriori Estimates

In this section we discuss an hypothesis on the control input $q$, which lead to apriori estimates, under which later on global existence of a solution will be shown. This conditions is motivated by the physics of the process and lead to bounds on mass and volume. Note that we do not get prior estimates on surface, length and number of solids, which as we shall see presents a difficulty when proving global existence of solutions. In this section we focus on the total volume and the feed rate. The total mass of slurry is given by $(9)$, then $m(0)=m_{\text {solvent }}(0)+m_{\text {solute }}(0)+m_{\text {solid }}(0)$. The total volume of slurry $V$ is

$$
\begin{align*}
V(t) & =m_{\text {solvent }}(t)+m_{\text {solute }}(t)+m_{\text {solid }}(t)  \tag{25}\\
& =\frac{m_{\text {solvent }}(t)}{\rho_{\mathrm{H}_{2} \mathrm{O}}}+\frac{m_{\text {solute }}(t)}{\rho}+\frac{m_{\text {solid }}(t)}{\rho} .
\end{align*}
$$

where $\rho_{\mathrm{H}_{2} \mathrm{O}}$ is the density of the solvent and $\rho=\rho_{\text {solute }}=\rho_{\text {solid }}$. Now suppose we are allowed a maximum volume $V_{\max }$ of slurry in the crystallizer. We then have to steer the process such that $V(t) \leq V_{\max }$ at all times $t$. Naturally, this can only be arranged by a suitable control of the feed rate. Let us recall that the crystallization is not solvated (means $\frac{d m_{\text {solute }}}{d t}=-\frac{d m_{\text {solid }}}{d t}$ ). Then, the control of the feed rate is linked
to $m_{\text {solvent }}$ by the relation

$$
\begin{equation*}
\frac{d m_{\text {solvent }}}{d t}=q(t) \rho_{\mathrm{H}_{2} \mathrm{O}} \tag{26}
\end{equation*}
$$

Lemma 2 Suppose the feed rate $q$ satisfies the constraint

$$
\begin{equation*}
\left(H_{1}\right) \int_{0}^{t} q(\tau) d \tau \leq\left[\frac{V_{\max }-V(0)}{\rho_{\mathrm{H}_{2} \mathrm{O}}\left(\rho_{\mathrm{H}_{2} \mathrm{O}}{ }^{-1}+2 \rho^{-1}\right)}\right] \tag{27}
\end{equation*}
$$

at all times $t \geq 0$. Then the total volume of slurry $V(t)$ satisfies $V(t) \leq V_{\max }$.
Proof From (9) we obviously have

$$
\begin{equation*}
m^{\prime}(t)=m_{\text {solvent }}^{\prime}(t)+m_{\text {solute }}^{\prime}(t)+m_{\text {solid }}^{\prime}(t) \tag{28}
\end{equation*}
$$

Using the fact that the crystallization is not solvated and (26) in (28), we obtain

$$
\begin{equation*}
m^{\prime}(t)=q(t) \rho_{\mathrm{H}_{2} \mathrm{O}} \tag{29}
\end{equation*}
$$

which on integration gives

$$
\int_{0}^{t} q(\tau) d \tau=\frac{m(t)-m(0)}{\rho_{\mathrm{H}_{2} \mathrm{O}}}
$$

for every $t>0$. Hence, using the hypothesis $\left(H_{1}\right)$ and (29), we obtain

$$
\begin{equation*}
m(t) \leq \frac{V_{\max }}{\rho_{\mathrm{H}_{2} \mathrm{O}^{-1}}+2 \rho^{-1}} . \tag{30}
\end{equation*}
$$

Using (9) and (25), this implies $V(t) \leq V_{\max }$.
In a practical process, $q$ could be steered by feedback to avoid overflow of the crystallizer.

As we have seen, bounding the feed rate via $\left(H_{1}\right)$ gives a bound on the total volume of slurry, and also on the total mass, namely

$$
\begin{equation*}
m(t) \leq m_{\max }=\frac{V_{\max }}{\rho_{\mathrm{H}_{2} \mathrm{O}^{-1}+2 \rho^{-1}}} . \tag{31}
\end{equation*}
$$

## 5 Existence and Uniqueness of Solutions

In this section we will assemble the results from the previous sections and prove global existence and uniqueness. We use the method of characteristics with a fixedpoint argument for an operator $\mathscr{Q}$ which we now define.

### 5.1 Setting up the Operator

For the function $w$ we introduce the Banach space

$$
\mathbf{E}=C_{\infty}\left(\mathbb{R}^{+} \times\left[0, t_{f}\right]\right) \cap \mathscr{L}_{u}^{1}\left(\mathbb{R}^{+} \times\left[0, t_{f}\right], h(L) d L\right)
$$

where we set $h(L)=\max \left\{1, L^{3}\right\}$ and introduce the norm on $\mathbf{E}$ as

$$
\|w\|=\|w\|_{\infty}+\sup _{0 \leq t \leq t_{f}} \int_{0}^{\infty}|w(L, t)| h(L) d L
$$

Let us introduce the moments of the CSD as

$$
\begin{equation*}
\mu_{i}(t)=\int_{0}^{\infty} V(t) n(L, t) L^{i} d L, i=0,1, \ldots \tag{32}
\end{equation*}
$$

This initial data are then

$$
\begin{equation*}
\mu_{i, 0}=\int_{0}^{\infty} V(t) n_{0}(L) L^{i} d L, i=0,1, \ldots \tag{33}
\end{equation*}
$$

We consider $\mathbf{x}=\left(c, v, \mu_{2}, \mu_{1}, \mu_{0}, w\right)$ an element of the space

$$
\mathbf{F}=C\left[0, t_{f}\right]^{5} \times \mathbf{E}
$$

where each copy of $C\left[0, t_{f}\right]$ is equipped with the supremum norm, so that the norm on $\mathbf{F}$ is

$$
|\mathbf{x}|=\|c\|_{\infty}+\|v\|_{\infty}+\left\|\mu_{2}\right\|_{\infty}+\left\|\mu_{1}\right\|_{\infty}+\left\|\mu_{0}\right\|_{\infty}+\|w\| .
$$

We proceed to define the action of the operator $\mathscr{Q}$ on element $\mathbf{x} \in \mathbf{F}$, writing

$$
\mathscr{Q} \mathbf{x}=\widetilde{\mathbf{x}}=\left(\tilde{c}, \widetilde{v}, \tilde{\mu}_{2}, \tilde{\mu}_{1}, \tilde{\mu}_{0}, \widetilde{w}\right)
$$

The initial values at $t=0$ are

$$
\mathbf{x}_{0}=\left(c_{0}, v_{0}, \mu_{2,0}, \mu_{1,0}, \mu_{0,0}, w_{0}\right)
$$

In order to define the elements $\widetilde{w}$ and $\widetilde{\mu}_{2}$, we first have to introduce the characteristics $\phi_{t, L}$ via formula (18). Then we define the functions $N_{t, L}$ via formula (20). We are now ready to define $\tilde{\mu}_{2}$ as

$$
\begin{aligned}
& \widetilde{\mu}_{2}(t) \\
= & \rho k_{v} \int_{0}^{\infty} V(t) n(L, t) L^{2} d L \\
= & \rho k_{v} \int_{0}^{z(t)}\left(\frac{V(\tau) B(c(\tau))}{G(c(\tau))}+\int_{\tau}^{t} w\left(\phi_{\tau, 0}(s), s\right) \exp \left\{\int_{\tau}^{s} a\left(\phi_{\tau, 0}(\sigma)\right) d \sigma\right\} d s\right) \\
& \times \exp \left(-\int_{\tau}^{t} a\left(\phi_{\tau, 0}(s)\right) d s\right) L^{2} d L \\
+ & \rho k_{v} \int_{z(t)}^{\infty}\left(V(0) n_{0}\left(\phi_{t, L}(0)\right)+\int_{0}^{t} w\left(\phi_{t, L}(s), s\right) \exp \left\{\int_{0}^{s} a\left(\phi_{t, L}(\sigma)\right) d \sigma\right\} d s\right) \\
& \times \exp \left(-\int_{0}^{t} a\left(\phi_{t, L}(s)\right) d s\right) L^{2} d L .
\end{aligned}
$$

In the first integral $\int_{0}^{z(t)}$ we use the change of variables $L \rightarrow \tau=\tau(t, L)$. Then

$$
[0, z(t)] \ni L \mapsto \tau(t, L) \in[0, t], \quad d L=G(c(t)) d \tau
$$

In the second integral $\int_{z(t)}^{\infty}$ we use the change of variables $L \rightarrow \xi(t, L):=\phi_{t, L}(0)$. Then

$$
[z(t), \infty) \ni L \mapsto \xi \in[0, \infty), \quad d L=d \xi
$$

The inverse relation is

$$
L=\xi+\int_{0}^{t} G(c(\sigma)) d \sigma=\xi+z(t)
$$

From (34) we obtain

$$
\begin{align*}
& \tilde{\mu}_{2}(t) \\
= & \rho k_{v} \int_{0}^{t}\left(V(\tau) B(c(\tau))+\int_{\tau}^{t} w\left(\phi_{\tau, 0}(s), s\right) \exp \left\{\int_{\tau}^{s} a\left(\phi_{\tau, 0}(\sigma)\right) d \sigma\right\} d s\right) \\
& \times \exp \left(-\int_{\tau}^{t} a\left(\phi_{\tau, 0}(s)\right) d s\right) L(\tau)^{2} d \tau  \tag{35}\\
+ & \rho k_{v} \int_{0}^{\infty}\left(V(0) n_{0}(\xi)+\int_{0}^{t} w\left(\phi_{0, \xi}(s), s\right) \exp \left\{\int_{0}^{s} a\left(\phi_{0, \xi}(\sigma)\right) d \sigma\right\} d s\right) \\
& \times \exp \left(-\int_{0}^{t} a\left(\phi_{0, \xi}(s)\right) d s\right) L(\xi)^{2} d \xi
\end{align*}
$$

where $L(\tau)=\int_{\tau}^{t} G(c(\sigma)) d \sigma$ and $L(\xi)=\xi+\int_{0}^{t} G(c(\sigma)) d \sigma$, and where we use $\phi_{t, L}(s)=\phi_{0, \xi}(s)$ in the second integral. For fixed $t$ the functions $L \mapsto \tau(t, L)$ and $\tau \mapsto L(\tau)$ are inverses of each other, and similarly, $L \leftrightarrow \xi$ is one-to-one via the formula $L=\xi-\int_{0}^{t} G(c(\sigma)) d \sigma$. A Similar formula is obtained for $\widetilde{v}$ :

$$
\begin{aligned}
& \widetilde{v}(t) \\
= & \rho k_{v} \int_{0}^{t}\left(V(\tau) B(c(\tau))+\int_{\tau}^{t} w\left(\phi_{\tau, 0}(s), s\right) \exp \left\{\int_{\tau}^{s} a\left(\phi_{\tau, 0}(\sigma)\right) d \sigma\right\} d s\right) \\
& \times \exp \left(-\int_{\tau}^{t} a\left(\phi_{\tau, 0}(s)\right) d s\right) h_{f}(\tau) L(\tau)^{3} d \tau \\
+ & \rho k_{v} \int_{0}^{\infty}\left(V(0) n_{0}(\xi)+\int_{0}^{t} w\left(\phi_{0, \xi}(s), s\right) \exp \left\{\int_{0}^{s} a\left(\phi_{0, \xi}(\sigma)\right) d \sigma\right\} d s\right) \\
& \times \exp \left(-\int_{0}^{t} a\left(\phi_{0, \xi}(s)\right) d s\right) h_{f}(\xi) L(\xi)^{3} d \xi
\end{aligned}
$$

Similarly, continuing to define the operator $\mathscr{Q}$, we define the moments $\widetilde{\mu}_{i}, i=0,1$ within $\widetilde{\mathbf{x}}$ via $\widetilde{\mu}_{i}(t)=\int_{0}^{\infty} V(t) n(L, t) L^{i} d L$, where we express the right hand side via characteristics and the elements of $\mathbf{x}$ in much the same way as done for $\tilde{\mu}_{2}$.

We also need to get back to the function $\widetilde{w}(L, t)$. We introduce

$$
\beta\left(L, L^{\prime}\right)= \begin{cases}a(L) b\left(L \rightarrow L^{\prime}\right), & \text { if } L \geq L^{\prime} \\ 0, & \text { else }\end{cases}
$$

then we can write

$$
\widetilde{w}\left(L^{\prime}, t\right)=\int_{L^{\prime}}^{\infty} a(L) b\left(L \rightarrow L^{\prime}\right) V(t) n(L, t) d L=\int_{0}^{\infty} \beta\left(L, L^{\prime}\right) V(t) n(L, t) d L,
$$

which is essentially like the moment integral (35), the function $L \mapsto L^{i}$ being replaced by $\beta\left(L, L^{\prime}\right)$. Applying the same technique as in the case of (35), we obtain

$$
\begin{aligned}
& \widetilde{w}\left(L^{\prime}, t\right) \\
& =\int_{0}^{t}\left(V(\tau) B(c(\tau))+\int_{\tau}^{t} w\left(\phi_{\tau, 0}(s), s\right) \exp \left\{\int_{\tau}^{s} a\left(\phi_{\tau, 0}(\sigma)\right) d \sigma\right\} d s\right) \\
& \times \exp \left(-\int_{\tau}^{t} a\left(\phi_{\tau, 0}(s)\right) d s\right) \beta\left(L(\tau), L^{\prime}\right) d \tau \\
& +\int_{0}^{\infty}\left(V(0) n_{0}(\xi)+\int_{0}^{t} w\left(\phi_{t, L}(s), s\right) \exp \left\{\int_{0}^{s} a\left(\phi_{t, L}(\sigma)\right) d \sigma\right\} d s\right) \\
& \times \exp \left(-\int_{0}^{t} a\left(\phi_{t, L}(s)\right) d s\right) \beta\left(L(\xi), L^{\prime}\right) d \xi
\end{aligned}
$$

which expresses $\widetilde{w}$ in terms of $w$ and the characteristics, hence by elements of $\mathbf{x}$. Here we use $w \in \mathbf{E}$, and it is routine to check that $\widetilde{w} \in \mathbf{E}$, so that $\widetilde{\mathbf{x}} \in \mathbf{F}$. This completes the definition of $\mathscr{Q}$.

We will also need the following hypotheses on the breakage terms $a$ and $b$ :
$\left(H_{2}\right)$

$$
\begin{aligned}
\|a\|_{\infty} & :=\max _{0 \leq L<\infty} a(L)<+\infty \\
\|a\|_{L} & =\sup _{0 \leq L<L^{\prime}}\left|\frac{a(L)-a\left(L^{\prime}\right)}{L-L^{\prime}}\right|<\infty,
\end{aligned}
$$

$\left(H_{3}\right) \quad\|b\|_{\infty}:=\max _{0 \leq L \leq L^{\prime}} b\left(L^{\prime} \rightarrow L\right)<+\infty$,

$$
\|b\|_{L}:=\sup _{L \geq 0} \sup _{L \leq L^{\prime}<L^{\prime \prime}}\left|\frac{b\left(L \rightarrow L^{\prime}\right)-b\left(L \rightarrow L^{\prime \prime}\right)}{L^{\prime}-L^{\prime \prime}}\right|<\infty
$$

### 5.2 Setting up the Space

We now have to define a closed subset $\mathbf{X}$ of $\mathbf{F}$ on which the operator $\mathscr{Q}$ acts as a contraction with respect to the metric induced by the norm of $\mathbf{F}$. In other words, we need to assure $\mathscr{Q}(\mathbf{X}) \subset \mathbf{X}$ and

$$
\left|\mathscr{Q} \mathbf{x}^{(1)}-\mathscr{Q} \mathbf{x}^{(2)}\right| \leq \gamma\left|\mathbf{x}^{(1)}-\mathbf{x}^{(2)}\right|
$$

for a constant $0<\gamma<1$ and all $\mathbf{x}^{(1)}, \mathbf{x}^{(2)} \in \mathbf{X}$. This will be achieved by choosing $t_{f}$ small enough, as usual, but in order to prove global existence, we will have to make a careful quantification of $\gamma$ in terms of $t_{f}$ and the initial values $\mathbf{x}_{0}$.

We distinguish between globally bounded states and those for which no prior bound can be put forward. Due to our hypothesis $\left(H_{1}\right), c$ is globally bounded thanks to the formulas (31). We write $\mathbf{y}=c$ for the globally bounded states. On the other hand, it is not clear whether the moments $v, \mu_{2}, \mu_{1}, \mu_{0}$ nor $w$ are globally bounded, and whether such a bound can be obtained from the physical constraints. This is due to particle breakage, which may lead to an exceedingly large number of small particles, or fines. We write $\mathbf{z}=\left(\mu_{0}, \mu_{1}, \mu_{2}, v\right)$ and $w \in \mathbf{E}$ for the unbounded state. Altogether $\mathbf{x}=(\mathbf{y}, \mathbf{z}, w) \in \mathbf{F}$.

The axiom $\left(H_{1}\right)$ on the controls $q$ will then assure that on every interval of existence of a solution $\mathbf{x}(t)$, the bounded states $\mathbf{y}(t)$ satisfy the same global bound. We split the initial conditions into $\mathbf{x}_{0}=\left(\mathbf{y}_{0}, \mathbf{z}_{0}, w_{0}\right)$, where $\mathbf{y}_{0}$ is the bounded part, $\mathbf{z}_{0}, w_{0}$ that part which does not have a prior bound. The state $\mathbf{x}(t)$ is split accordingly as $\mathbf{x}(t)=(\mathbf{y}(t), \mathbf{z}(t), w(t))$. Now define the moments of $w(L, t)$ as $\mu_{w, i}(t)=$ $\int_{0}^{\infty} w(L, t) L^{i} d L$ and fix $K>\left|\mathbf{z}_{0}\right|+\left|\mu_{w, 0}(0)\right|+\left|\mu_{w, 1}(0)\right|+\left|\mu_{w, 2}(0)\right|+\left|\mu_{w, 3}(0)\right|$. Then we define the space $\mathbf{X}$ as

$$
\mathbf{X}=\left\{\mathbf{x} \in \mathbf{F}: \mathbf{x}(0)=\mathbf{x}_{0}, \mathbf{x}=(\mathbf{y}, \mathbf{z}, w),|\mathbf{z}(t)|+\sum_{i=0}^{3}\left|\mu_{w, i}(t)\right| \leq K \text { for all } t \in\left[0, t_{f}\right]\right\} .
$$

Lemma 3 There exists a constants $>0$ depending only on the global volume bound $V_{\max }$ such that for every $\mathbf{y}_{0}$, every $\mathbf{z}_{0}, w_{0}$, and every $K>\left|\mathbf{z}_{0}\right|+\sum_{i=0}^{3}\left|\mu_{w, i}(0)\right|$ the following is true: Suppose $t_{f}>0$ satisfies

$$
\begin{equation*}
0<t_{f}<\left(K-\left|\mathbf{z}_{0}\right|-\sum_{i=0}^{3}\left|\mu_{w, i}(0)\right|\right) / s \tag{36}
\end{equation*}
$$

Then $\mathscr{Q}(\mathbf{X}) \subset \mathbf{X}$.
Proof Estimating the states over an interval $\left[0, t_{f}\right]$ leads to estimates of the form

$$
\widetilde{\mathbf{z}}(t)=\mathbf{z}_{0}+\int_{0}^{t} f(\mathbf{y}(\tau), \mathbf{z}(\tau), w(\tau)) d \tau \leq\left|\mathbf{z}_{0}\right|+(s+K) t_{f}, \text { for all } 0 \leq t \leq t_{f}
$$

where a global bound $s$ for $\mathbf{y}(t)$ is used on $\left[0, t_{f}\right]$, while the bounds $|\mathbf{z}(t)| \leq K$, $\left|\mu_{w, i}(t)\right| \leq K$ are used for the states $\mathbf{z}, w$. Then in order to assure $|\widetilde{\mathbf{z}}(t)| \leq K$, we have but to force the condition

$$
\left|\mathbf{z}_{0}\right|+s(1+K) t_{f} \leq K
$$

which gives $t_{f} \leq \frac{K-\left|\mathbf{z}_{0}\right|}{s(1+K)} \leq \frac{K-\left|\mathbf{z}_{0}\right|}{s}$. A similar argument applies to the moments $\mu_{w, i}$ of $w$, and combining the two gives (36).

### 5.3 Proving $\gamma \in(0,1)$

For the globally bounded states gathered in $\mathbf{y}$ we obtain an estimate of the form

$$
\left\|\widetilde{\mathbf{y}}^{(1)}-\widetilde{\mathbf{y}}^{(2)}\right\| \leq s_{1}\left(1+\left|\mathbf{z}_{0}\right|+K\right) t_{f}\left|\mathbf{x}^{(1)}-\mathbf{x}^{(2)}\right|
$$

for a global constant $s_{1}$ depending on $V_{\max }$. For the state $\mathbf{z}=\left(\mu_{0}, \mu_{1}, \mu_{2}, v\right)$ on the other hand we obtain an estimation of the form

$$
\left\|\widetilde{\mathbf{z}}^{(1)}-\widetilde{\mathbf{z}}^{(2)}\right\| \leq s_{2}\left(1+\left|\mathbf{z}_{0}\right|+\sum_{i=0}^{3}\left|\mu_{w, i}(0)\right|+K\right) t_{f}\left|\mathbf{x}^{(1)}-\mathbf{x}^{(2)}\right|,
$$

where $s_{2}$ is another global constant. The Lipschitz constant now depends on the initial condition $\mathbf{z}_{0}, \mu_{w, i}(0)$, for which no global bound is available. A similar estimate

$$
\left\|\widetilde{w}^{(1)}-\widetilde{w}^{(2)}\right\| \leq s_{3}\left(1+\left\|\mathbf{z}_{0}\right\|+\sum_{i=0}^{3}\left|\mu_{w, i}(0)\right|+K\right) t_{f}\left|\mathbf{x}^{(1)}-\mathbf{x}^{(2)}\right|
$$

is obtained for the terms involving $w$. Altogether, we have
Lemma 4 There exists a constants depending only on $V_{\max }$ such that for every initial condition $\mathbf{y}_{0}$, every initial $\mathbf{z}_{0}, w_{0}$, and every $K$ with $\left\|\mathbf{z}_{0}\right\|+\sum_{i=0}^{3}\left|\mu_{w, i}(0)\right|<K$, the operator $\mathscr{Q}$ satisfies the following Lipschitz estimate on $\mathbf{X}$ :

$$
\begin{equation*}
\left|\mathscr{Q} \mathbf{x}^{(1)}-\mathscr{Q} \mathbf{x}^{(2)}\right| \leq s\left(1+\left|\mathbf{z}_{0}\right|+\sum_{i=0}^{3}\left|\mu_{w, i}(0)\right|+K\right) t_{f}\left|\mathbf{x}^{(1)}-\mathbf{x}^{(2)}\right| . \tag{37}
\end{equation*}
$$

Condition (37) in tandem with (36) allows us now to apply the Banach contraction theorem to the operator $\mathscr{Q}$. Using this, we can prove the following

Theorem 5 Suppose hypothesis $\left(H_{1}\right)$ assuring global bounds on masses and volume are satisfied, and that the initial condition of the crystallizer respects the global volume bound $V_{\max }$. Assume further that the breakage kernel satisfies the axioms $\left(H_{2}\right)-\left(H_{3}\right)$. Then the crystallizer system (14), (13) has a unique global solution on $[0, \infty)$.

Proof (1) Suppose we choose $K>\left|\mathbf{z}_{0}\right|+\sum_{i=0}^{3}\left|\mu_{w, i}(0)\right|$, then

$$
\begin{equation*}
t_{f}=\min \left\{\frac{K-\left|\mathbf{z}_{0}\right|-\sum_{i=0}^{3}\left|\mu_{w, i}(0)\right|}{s+K}, \frac{1}{2 s\left(1+\left|\mathbf{z}_{0}\right|+\sum_{i=0}^{3}\left|\mu_{w, i}(0)\right|+K\right)}\right\} \tag{38}
\end{equation*}
$$

assures that $\mathscr{Q}$ is a self-map and a contraction on $\mathbf{X}$, so that a unique solution with the initial condition $\mathbf{x}_{0}$ exists on $\left[0, t_{f}\right]$.
(2) We will now have to iterate the process, and for that we shall have to change our notation. We write $\mathbf{w}(t)=|\mathbf{z}(t)|+\sum_{i=0}^{3}\left|\mu_{w, i}(t)\right|$. We start the method at $t_{0}=0$. Putting $\mathbf{w}_{0}=\mathbf{w}(0)$, we chose $K=\mathbf{w}_{0}+1>\mathbf{w}(0)$ in part (1) above, so that condition (38) re-written at $t_{f}=t_{1}$ becomes

$$
t_{1}=\min \left\{\frac{1}{s+\mathbf{w}_{0}+1}, \frac{1}{4 s\left(1+\mathbf{w}_{0}\right)}\right\} .
$$

This gives a unique solution on $\left[0, t_{f}\right]=\left[t_{0}, t_{1}\right]$.
(3) Since by construction of $\mathbf{X}$ on $\left[t_{0}, t_{1}\right]=\left[0, t_{f}\right]$ we have $\mathbf{w}(t) \leq K$ for every $t \in\left[t_{0}, t_{1}\right]$, we get $\mathbf{w}_{1} \leq K=\mathbf{w}_{0}+1$. In addition, the initial condition respect $m_{\text {solvent }}(0)+m_{\text {solute }}(0)+m_{\text {solid }}(0)<m_{\text {max }}$ and therefore the global bound related to $V_{\max }$, so that we will be able to continue to use the same global constant $s$ in the next iteration. We now use $\mathbf{x}\left(t_{1}\right)$ as the new initial condition at the new initial time $t_{1}$ and repeat the same argument to the right of $t_{1}$. That requires choosing a new constant $K>\left|\mathbf{z}\left(t_{1}\right)\right|+\sum_{i=0}^{3}\left|\mu_{w, i}\left(t_{1}\right)\right|=\mathbf{w}\left(t_{1}\right)=\mathbf{w}_{1}$. We choose again $K=\mathbf{w}_{1}+1$. Then the final time corresponding to $t_{f}$, which is now called $t_{2}-t_{1}$, has to satisfy (38), which reads

$$
\begin{aligned}
t_{2}-t_{1} & =\min \left\{\frac{1}{s+\mathbf{w}_{1}+1}, \frac{1}{2 s\left(1+\mathbf{w}_{1}+K\right)}\right\} \\
& \geq \min \left\{\frac{1}{s+\mathbf{w}_{0}+2}, \frac{1}{4 s\left(2+\mathbf{w}_{0}\right)}\right\} .
\end{aligned}
$$

By recursion we find that

$$
t_{n}-t_{n-1} \geq \min \left\{\frac{1}{s+\mathbf{w}_{0}+n}, \frac{1}{4 s\left(n+\mathbf{w}_{0}\right)}\right\}
$$

so that for some constant $s^{\prime}$ depending only on $V_{\max }$ and $\mathbf{w}_{0}=\left|\mathbf{z}_{0}\right|+\sum_{i=0}^{3}\left|\mu_{w, i}(0)\right|$,

$$
t_{N}=\sum_{n=1}^{N} t_{n}-t_{n-1} \geq s^{\prime} \sum_{n=1}^{N} \frac{1}{n} \rightarrow \infty(N \rightarrow \infty)
$$

Since the solution can be continues from 0 to any $t_{N}$, this proves global existence and uniqueness.
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# Wave Velocity Estimation in Heterogeneous Media 

Sharefa Asiri and Taous-Meriem Laleg-Kirati


#### Abstract

In this paper, modulating functions-based method is proposed for estimating space-time dependent unknown velocity in the wave equation. The proposed method simplifies the identification problem into a system of linear algebraic equations. Numerical simulations on noise-free and noisy cases are provided in order to show the effectiveness of the proposed method.


## 1 Introduction

Inverse velocity problem for the wave equation is crucial in many applications such as medical imaging and oil exploration [2, 11]. This inverse problem consists in estimating the velocity from available measurements which are practically limited. In heterogeneous media, estimating the velocity helps in characterizing the media and detecting its discontinuities. Different methods have been proposed to solve this problem such as optimization-based techniques [3, 4] or observer-based approaches $[1,6,10]$. However, these methods are heavy computationally and not very efficient when the data is corrupted with noise.

In this work, we propose a new technique based on modulating functions. Modulating functions-based method has been introduced in the early fifties [13, 14] and has been used in parameters identification for ordinary differential equations. In 1966, Perdreauville and Goodson [9] extended the method to identify parameters for partial differential equations using distributed measurements for all space and for all the time. However, it is not practically possible to use a large number of sensors.

[^20]The objective of this paper is to extend the method to estimate the wave velocity in heterogeneous media using a small number of measurement points. We will investigate the properties of this method when solving the inverse problem.

The major advantages of this approach are significant. First, it does not require solving the direct problem by which the computation is simplified. Moreover, it converts the identification problem into a system of linear algebraic equations. In addition, it does not require knowing the initial values which are usually unknown in real applications. Also, it is robust against noise.

The paper is organized as follows: Sect. 2 presents the problem. In Sect. 3, modulating functions are defined then the method is applied to one-dimensional wave equation to estimate the velocity. Section 4 provides numerical simulations in order to show the effectiveness of the proposed method. A discussion and concluding remarks are presented in Sects. 5 and 6; respectively.

## 2 Problem Statement

Consider the one-dimensional wave equation in the domain $\Omega:=(0, L) \times(0, T]$ :

$$
\begin{cases}u_{t t}(x, t)-c(x, t) u_{x x}(x, t)=f(x, t), &  \tag{1}\\ u(0, t)=g_{1}(t), u(L, t)=g_{2}(t), & t \in(0, T) \\ u(x, 0)=r_{1}(x), u_{t}(x, 0)=r_{2}(x), & x \in(0, L) .\end{cases}
$$

where $x$ is the space coordinate, $t$ is the time coordinate, $L$ is the final point in the spatial interval, and $T$ is the final time. $g_{1}(t), g_{2}(t)$ and $r_{1}(x), r_{2}(x)$ are the boundary conditions and the initial conditions; respectively. The source function is denoted by $f(x, t) . c(x, t)$ is the square of the velocity of wave propagation at point $x$ and time $t$, and it is assumed to be positive and bounded. All the functions, including the velocity, are assumed to be sufficiently regular. The notations $u_{a}$ and $u_{a a}$ refer to the first and second derivatives of $u$ with respect to $a$, respectively.

The objective of this paper is to estimate the velocity using the following measurements: $u\left(x^{*}, t\right)$ and $u_{x x}\left(x^{*}, t\right)$; where $x^{*}$ refers to specific points in the spatial interval $[0, L]$ such that $x^{*}=\left\{x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right\}$. Moreover, the initial conditions and the boundary conditions are not necessary to be known.

## 3 Velocity Estimation

In this section, first we recall the definition of modulating functions. Then, modulating functions-based method is applied on (1) to estimate $c(x, t)$.

Definition 1 [5] A function $\phi(t)$ is called a modulating function of order $N$ in the interval $[0, T]$ if it satisfies:

$$
\left\{\begin{array}{l}
\phi(t) \in C^{N}([0, T])  \tag{2}\\
\phi_{m}^{(p)}(0)=\phi_{m}^{(p)}(T)=0, \quad \forall p=1,2, \ldots, N-1,
\end{array}\right.
$$

where $p$ is the derivative order.
The wave velocity estimation in heterogeneous media using the proposed method is illustrated in the following proposition:
Proposition 2 Let $c\left(x^{*}, t\right)=\sum_{i=1}^{I} \gamma_{i} \xi_{i}(t)$ be a basis expansion of the unknown coefficient $c\left(x^{*}, t\right)$ in (1) where $x^{*}$ is a specific point in the spatial interval; $\xi_{i}(t)$ and $\gamma_{i}$ are basis functions and basis coefficients, respectively. Let $\left\{\phi_{m}(t)\right\}_{m=1}^{m=M}$ be a class of modulating functions with $M \geq I$. Then, the unknown coefficients $\gamma_{i}$ can be estimated by solving the system:

$$
\begin{equation*}
\mathscr{A} \Gamma=K \tag{3}
\end{equation*}
$$

where the components of the $M \times I$ matrix $\mathscr{A}$ have the form:

$$
\begin{equation*}
a_{m i}=\int_{0}^{T} \phi_{m}(t) \xi_{i}(t) u_{x x}\left(x^{*}, t\right) \mathrm{d} t \tag{4}
\end{equation*}
$$

the components of the vector $K$, which has length $M$, are:

$$
\begin{equation*}
k_{m}=\int_{0}^{T} \phi_{m}^{\prime \prime}(t) u\left(x^{*}, t\right) \mathrm{d} t-\int_{0}^{T} \phi_{m}(t) f\left(x^{*}, t\right) \mathrm{d} t \tag{5}
\end{equation*}
$$

and $\Gamma$ is the vector of the unknowns $\gamma_{i}$.
Proof First, at fixed spatial point $x^{*}$, we multiply Eq.(1) by $\phi_{m}(t)$ and integrate over the time interval, so we obtain:

$$
\begin{equation*}
\int_{0}^{T} \phi_{m}(t) c\left(x^{*}, t\right) u_{x x}\left(x^{*}, t\right) \mathrm{d} t=\int_{0}^{T} \phi_{m}(t) u_{t t}\left(x^{*}, t\right) \mathrm{d} t-\int_{0}^{T} \phi_{m}(t) f\left(x^{*}, t\right) \mathrm{d} t \tag{6}
\end{equation*}
$$

Then by integrating the first term in the right-hand side by parts twice, one can obtain:

$$
\begin{equation*}
\int_{0}^{T} \phi_{m}(t) c\left(x^{*}, t\right) u_{x x}\left(x^{*}, t\right) \mathrm{d} t=\int_{0}^{T} \phi_{m}^{\prime \prime}(t) u\left(x^{*}, t\right) \mathrm{d} t-\phi_{m}(t) f\left(x^{*}, t\right) \mathrm{d} t \tag{7}
\end{equation*}
$$

where the initial conditions are eliminated thanks to the properties of the modulating functions. Finally, by writing $c\left(x^{*}, t\right)$ in its basis expansion, system (3) is obtained with components as in (4) and (5).

Remark 3 Note that matrix $\mathscr{A}$ is full-column rank; hence, system (3) has a unique solution.

Remark 4 Proposition 2 can be applied directly to estimate time-dependent velocity $c(t)$ or space-time-dependent velocity $c(x, t)$. For constant velocity case, the method becomes simpler and more accurate as the basis expansion is not required. In this case, the estimated velocity is:

$$
\begin{equation*}
\hat{c}=\frac{\mathscr{A}^{t} K}{\mathscr{A}^{t} \mathscr{A}} . \tag{8}
\end{equation*}
$$

where the components of the vectors $\mathscr{A}$ and $K$ have the form

$$
\begin{equation*}
a_{m}=\int_{0}^{T} \phi_{m}(t) u_{x x}\left(x^{*}, t\right) \mathrm{d} t, \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{m}=\int_{0}^{T} \phi_{m}^{\prime \prime}(t) u\left(x^{*}, t\right) \mathrm{d} t-\int_{0}^{T} \phi_{m}(t) f\left(x^{*}, t\right) \mathrm{d} t \tag{10}
\end{equation*}
$$

respectively.

## 4 Numerical Simulations

The system has been discretized using finite difference scheme. A set of synthetic data has been generated using the following parameters: $L=4, T=1, N_{x}=N_{t}=801$, and a source $f(x, t)=\sin (x) t^{2} ; N_{x}$ and $N_{t}$ refer to the number of grid points in space and time; respectively. For the velocity, three cases have been studied: $c=0.5$,


Fig. 1 Black dashed lines represent the exact measurements while the gray solid lines represent the noisy measurements with 5 and $10 \%$ of noise. The sub-figures a is for the displacement $u(x, t)$ and $\mathbf{b}$ for $u_{x x}(x, t)$; both at fixed point $x^{*}$
$c(t)=t^{2}$, and $c(x, t)=(x t)^{2}$. The method has been implemented in Matlab and applied in: noise-free and noisy data cases. In the noise-corrupted case, 1, 3, 5 and $10 \%$ white Gaussian random noises with zero means have been added to the data (see Fig. 1).

For the modulating functions, one can note that there are many functions which satisfy (2), see e.g. [7, 8, 12, 15]. In this paper, we propose to use the following polynomial modulating functions [5]:

$$
\begin{equation*}
\phi_{m}(t)=(T-t)^{5+m} t^{5+M+1-m}, \tag{11}
\end{equation*}
$$

where $m=1,2, \ldots, M$ with $M=4,14,15$ for the first, second, and third case of the velocity; respectively.

The exact constant velocity $c$ and the estimated one $\hat{c}$ versus different noise levels are shown in Fig. 2.

Fig. 2 Constant case: the exact speed $c=0.5$ is given by the horizontal red line, the bars represent the estimated velocity for different noise levels: $0,1,3,5$ and $10 \%$


Fig. 3 Time-dependent case: the exact velocity $c(t)$ (dashed blue) and the estimated one $\hat{c}(t)$ (solid red) using modulating function-based method, in noise-free case


Figures 3 and 4 show the estimated time-dependent velocity $\hat{c}(t)$ in noise-free and noise-corrupted cases; respectively. The corresponding relative error values for these two figures are shown in Table 1. The errors, $c(t)-\hat{c}(t)$, in the noisy case are exhibited in Fig. 5 which shows that the maximum error is significantly small. In these two cases, constant velocity and time-dependent velocity, it is sufficient to have the measurements at only one point, $x^{*}$, in the spatial interval.

For $c(x, t)$, first the velocity has been estimated at three fixed spatial points $x_{1}^{*}, x_{2}^{*}$ and $x_{3}^{*}$. Then, the estimated velocities $c\left(x_{1}^{*}, t\right), c\left(x_{2}^{*}, t\right)$ and $c\left(x_{3}^{*}, t\right)$ have been interpolated to find $c(x, t)$ for all $x \in[0, L]$.

Figure 6 shows the estimated velocity at these different points where the level of noise is $5 \%$; and the estimated velocity $\hat{c}(x, t)$ after interpolation is presented in Fig. 7. Table 2 presents the relative errors of estimating $c(x, t)$ versus different noise levels. Certainly, as the number of measurements $\bar{n}$ increases, the error decreases.

The presented figures and tables show that the estimated unknown is in quite good agreement with the exact one; therefore, it proves the efficiency and the robustness


Fig. 4 Time-dependent case: the exact velocity $c(t)$ (dashed blue) and estimated one $\hat{c}(t)$ (solid red) corresponding to different noise levels

Table 1 Relative errors of $\hat{c}(t)$ versus different levels of noise

| Noise level (\%) | Relative error (\%) |
| :--- | :--- |
| 0 | $3.1 \times 10^{-6}$ |
| 1 | 0.080162 |
| 3 | 0.24016 |
| 5 | 0.39974 |
| 10 | 0.79681 |



Fig. 5 Estimation errors, $c(t)-\hat{c}(t)$, corresponding to the sub-figures in Fig. 4
of the proposed method for solving velocity inverse problem for wave equation in heterogeneous media.


Fig. 6 Exact velocity $c\left(x^{*}, t\right)$ (dashed blue) and estimated one $\hat{c}\left(x^{*}, t\right)$ (solid red) at three different points in the spatial interval; the level of noise $=5 \%$


Fig. 7 Space-time-dependent case: exact velocity $c(x, t)$ (left) and estimated one $\hat{c}(x, t)$ after applying modulating functions-based method and doing interpolation; noise level $=5 \%$

Table 2 Relative errors of $\hat{c}(x, t)$ versus different levels of noise

| Noise level (\%) | Relative error (\%) |
| :--- | :--- |
| 0 | 0.0002 |
| 1 | 0.3763 |
| 3 | 1.1305 |
| 5 | 1.8860 |
| 10 | 3.7812 |

## 5 Discussion

The obtained results in Sect. 4 prove the effectiveness of the proposed method and its robustness even with high level of noise and few number of measurements.

The effect of the number of modulating functions $M$ on the estimation is shown in Fig. 8; the figure exhibits the relative error versus the number of modulating functions for the three cases and with $5 \%$ noise level. Although it shows that there exist an optimum number of modulating functions, $M^{*}$; it also shows that the estimation is generally good within a relatively large interval for $M$. Moreover, it proves that this


Fig. 8 Relative error (in percent) versus different number of modulating functions: a constant velocity $c$, $\mathbf{b}$ time-dependent velocity $c(t)$, $\mathbf{c}$ space-time-dependent velocity $c\left(x^{*}, t\right)$ at fixed point $x^{*} . M^{*}$ refers to the optimum number of modulating functions. The level of noise is $5 \%$ in this figure
optimum number depends on the considered problem; $M^{*}=4,14,15$ for the first, second, and third cases; respectively.

In this paper, we illustrated the method on velocities of low-order polynomial types. Thus, it was sufficient to use polynomial basis with $I=3$. However, if the unknown is non polynomial, then the use of another type of basis functions may be required.

In case of applications that depend on final time measurements, one can apply space-dependent modulating function, $\phi(x)$, instead of time-dependent function. In addition, if full measurements are available, N -dimensional modulating functions can be applied as in [9].

## 6 Conclusion

In this paper, modulating functions-based method for solving inverse velocity problem for one-dimensional wave equation was proposed. By applying this method, the problem was converted into a system of linear algebraic equations which can be solved using least square. Numerical simulations in both noise-free and noisecorrupted cases showed the effectiveness of this method.

As a future work, more investigations on the number of modulating functions $M$ will be carried on in order to find an efficient and systematic approach for choosing this number.
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# Asymptotic Rate for Weak Convergence of the Distribution of Renewal-Reward Process with a Generalized Reflecting Barrier 

Tahir Khaniyev, Başak Gever and Zulfiye Hanalioglu


#### Abstract

In this study, a renewal-reward process $(X(t))$ with a generalized reflecting barrier is constructed mathematically and under some weak conditions, the ergodicity of the process is proved. The explicit form of the ergodic distribution is found and after standardization, it is shown that the ergodic distribution converges to the limit distribution $R(x)$, when $\lambda \rightarrow \infty$, i.e.,


$$
\begin{aligned}
Q_{X}(\lambda x) & \equiv \lim _{t \rightarrow \infty} P\{X(t) \leq \lambda x\} \rightarrow R(x) \\
& \equiv \frac{2}{m_{2}} \int_{0}^{x} \int_{v}^{\infty}[1-F(u)] d u d v .
\end{aligned}
$$

Here, $F(x)$ is the distribution function of the initial random variables $\left\{\eta_{n}\right\}, n=$ $1,2, \ldots$, which express the amount of rewards and $m_{2} \equiv E\left(\eta_{1}^{2}\right)$. Finally, to evaluate asymptotic rate of the weak convergence, the following inequality is obtained:

$$
\left|Q_{X}(\lambda x)-R(x)\right| \leq \frac{2}{\lambda}\left|\pi_{0}(x)-R(x)\right|
$$

[^21]Here,

$$
\pi_{0}(x)=\left(\frac{1}{m_{1}}\right) \int_{0}^{x}(1-F(u)) d u
$$

is the limit distribution of residual waiting time generated by $\left\{\eta_{n}\right\}, n=1,2, \ldots$, and $m_{1}=E\left(\eta_{1}\right)$.

## 1 Introduction

A number of very interesting problems of queuing, reliability, stock control theory, stochastic finance, mathematical insurance, physics and biology are expressed by means of random walks and renewal-reward processes. Because of the theoretical and practical importance, random walk and renewal-reward processes are investigated very well in literature (e.g., Feller [5], Gihman and Skorohod [7], Borovkov [3], Brown and Solomon [4], Lotov [15], Kastenbaum [9], Weesakul [19], Zang [20], Khaniyev et al. [10-12], Nasirova [16], Aliyev et al. [1] Patch et al. [17]). Moreover, many modifications of renewal-reward processes can be used for solutions of some problems in these fields, as well. These modifications are mostly given with various types of barriers such as absorbing, delaying, reflecting and elastic barriers or some kinds of discrete interference of chance. For instance, a renewal-reward process with triangular distributed interference of chance is dealt with in the studies of [13, 14], to apply a stochastic inventory problem.

Note that the stochastic processes with reflecting barriers are more complex than the processes with other types of barriers (e.g., [11]). Because, when barriers are reflecting, the dependency between interferences causes a complexity on the probabilistic calculations. We confronted with this difficulty while we were proving the ergodicity of our process.

Recently, the stochastic processes with reflecting barrier are begun to apply to some real-life problems (e.g., motion of the particle with high energy in a diluted environment). To examine these problems, it is necessary to investigate the stochastic processes with reflecting barrier. To fill the lack of information about reflecting barriers, researchers get to obtain some results on this subject (e.g., Feller [5], Gihman and Skorohod [7], Borovkov [3]). However, in these studies, authors generally have obtained analytical results which consist of highly complex mathematical structures, unfortunately. This caused to have some difficulties to implement them to real-world applications. For this reason, even though these results are approximate, nowadays, researchers tend to get asymptotic results for the applications (e.g., Aliyev et al. [2], Janssen and Leeuwaarden [8], Khaniyev et al. [10]). Therefore, in this study, we also aim to obtain asymptotic results for the ergodic distribution of the considered process and its rate of the convergence.

In this study, the following model is considered.

The Model. Suppose that there is a depot and the initial level of which is $\lambda z:(\lambda>0$, $z>0)$ at the beginning of the time. There are demands $\left(\left\{\eta_{n}\right\}: n=1,2, \ldots\right)$ which consecutively come over to depot with an inter-arrival times denoted by $\left\{\xi_{n}\right\}, n=$ $1,2, \ldots$ The amounts of demand and inter-arrival times are both random variables. According to the demand quantities, the level of depot begins to decrease until it drops to a negative value. It means that depot becomes empty and it gets into debt ( $\left\{\zeta_{n}\right\}: n=$ $1,2, \ldots)$. When the time debt come up, the new initial value is determined as $\lambda$ times of this debt quantity $\left(\lambda \zeta_{1}\right)$. Since the demands arrive successively, the inventory of depot continues to reduce until the depot gets into debt. Then, the process proceeds likewise. Here, these debts $\left\{\zeta_{n}\right\}$ are interpreted as reflections and the zero-axis is reflecting barrier of the process.

A process serves like that is called as a renewal-reward process with a generalized reflecting barrier.

Let us construct the process mathematically.

## 2 Mathematical Construction of the Process $X(t)$

Let $\left\{\left(\xi_{n}, \eta_{n}\right)\right\}, n=1,2,3, \ldots$, be a sequence of independent and identically distributed random pairs defined on a probability space $(\Omega, \mathscr{F}, P)$, such that the random variables $\xi_{n}$ and $\eta_{n}$ are also mutually independent and take only positive values. Suppose that the distribution functions of $\xi_{n}$ and $\eta_{n}$ are given and these are denoted by $\Phi(t)$ and $F(x)$, respectively, i.e.,

$$
\Phi(t)=P\left\{\xi_{n} \leq t\right\}, \quad F(x)=P\left\{\eta_{n} \leq x\right\} ; \quad t \geq 0 \quad x \geq 0, \quad n=1,2, \ldots
$$

Define the renewal sequences $\left\{T_{n}\right\}$ and $\left\{S_{n}\right\}$ as follows:

$$
T_{0}=S_{0}=0, \quad T_{n}=\sum_{i=1}^{n} \xi_{i}, \quad S_{n}=\sum_{i=1}^{n} \eta_{i}, \quad n=1,2, \ldots,
$$

and construct sequences of random variables $\left\{N_{n}\right\}$ and $\left\{\zeta_{n}\right\}, n=0,1,2, \ldots$, as follows:

$$
\begin{aligned}
N_{0} & =0 ; \quad \zeta_{0}=z \geq 0 ; \quad N_{1}=N_{1}(\lambda z)=\inf \left\{k \geq 1: \lambda z-S_{k}<0\right\} ; \\
\zeta_{1} & =\zeta_{1}(\lambda z)=\left|\lambda z-S_{N_{1}}\right| ; \\
N_{n} & \equiv N_{n}\left(\lambda \zeta_{n-1}\right)=\inf \left\{k \geq N_{n-1}+1: \lambda \zeta_{n-1}-\left(S_{k}-S_{N_{n-1}}\right)<0\right\} ; \\
\zeta_{n} & \equiv \zeta_{n}\left(\lambda \zeta_{n-1}\right)=\left|\lambda \zeta_{n-1}-\left(S_{N_{n}}-S_{N_{n-1}}\right)\right|, \quad n=2,3, \ldots
\end{aligned}
$$

Here, $\lambda>0$ is an arbitrary positive constant.
Using $\left\{N_{n}: n=0,1,2, \ldots\right\}$, define the following sequence $\left\{\tau_{n}: n=0,1,2, \ldots\right\}$ :

$$
\tau_{0}=0 ; \quad \tau_{1} \equiv \tau_{1}(\lambda z)=\sum_{i=1}^{N_{1}} \xi_{i}, \ldots, \tau_{n}=\sum_{i=1}^{N_{n}} \xi_{i}, n=1,2, \ldots
$$



Fig. 1 A trajectory of the process $X(t)$

Moreover, let $v(t)=\max \left\{n \geq 1: T_{n} \leq t\right\}, t>0$.
We can now construct the desired stochastic process $X(t)$ as follows:

$$
X(t)=\lambda \zeta_{n}-\left(S_{\nu(t)}-S_{N_{n}}\right)
$$

for all $\tau_{n} \leq t<\tau_{n+1}, \quad n \geq 0$.
The process $X(t)$ can be also rewritten as follows:

$$
X(t)=\sum_{n=0}^{\infty}\left\{\lambda \zeta_{n}-\left(S_{\nu(t)}-S_{N_{n}}\right)\right\} I_{\left[\tau_{n} ; \tau_{n+1}\right)}(t)
$$

Here $I_{A}(t)$ represents the indicator function of the set $A$, such that

$$
I_{A}(t)= \begin{cases}1, & t \in A \\ 0, & t \notin A\end{cases}
$$

A trajectory of the process $X(t)$ is given as in Fig. 1.
The process $X(t)$ is called renewal-reward process with a generalized reflecting barrier. In the case $\lambda=1$, the process $X(t)$ is known as renewal-reward process with a reflecting barrier.

## 3 The Ergodicity of the Process $X(t)$

To investigate the stationary characteristics of the process considered, it is necessary to prove that $X(t)$ is ergodic under some assumptions. Before giving this property as a theorem, let us define some notations.

Put $\pi_{\lambda}(z)=\lim _{n \rightarrow \infty} P\left\{\zeta_{n} \leq z\right\}$, i.e., $\pi_{\lambda}(z)$ is the ergodic distribution of the Markov chain $\left\{\zeta_{n}\right\}, n=1,2,3 \ldots$, which represents the reflections of the process. Let us define a new random variable $\hat{\zeta}_{\lambda}$ as follows:

$$
\hat{\zeta}_{\lambda}: P\left\{\hat{\zeta}_{\lambda} \leq z\right\}=\pi_{\lambda}(z)
$$

i.e., $\hat{\zeta}_{\lambda}$ is a random variable, the distribution function of which is $\pi_{\lambda}(z)$. Furthermore, $U_{\eta}(x)$ is a renewal function generated by the sequence $\left\{\eta_{n}\right\}, n=1,2, \ldots$ and $m_{n} \equiv$ $E\left(\eta_{1}^{n}\right), n=1,2, \ldots$

Now, state the following Lemma.
Lemma 1 Suppose that $m_{3} \equiv E\left(\eta_{1}^{3}\right)<\infty$ is satisfied. Then, the following asymptotic expansion can be given, when $\lambda \rightarrow \infty$ :

$$
\begin{equation*}
E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)=\frac{m_{2}}{2 m_{1}^{2}} \lambda+\frac{m_{2}}{2 m_{1}^{2}}+o(1) . \tag{1}
\end{equation*}
$$

Proof By definition,

$$
E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)=\int_{0}^{\infty} U_{\eta}(\lambda z) d \pi_{\lambda}(z)
$$

According to refined renewal theorem, when $m_{2}=E\left(\eta_{1}^{2}\right)<\infty$ and $\lambda \rightarrow \infty$, for each $z>0$ the following expansion can be written (Feller: [5, p. 366]):

$$
\begin{equation*}
U_{\eta}(\lambda z)=\frac{\lambda z}{m_{1}}+\frac{m_{2}}{2 m_{1}^{2}}+g(\lambda z) . \tag{2}
\end{equation*}
$$

In Eq. (2), $g(\lambda z)$ is a bounded function such that $\lim _{\lambda \rightarrow \infty} g(\lambda z)=0$. Therefore,

$$
\begin{aligned}
\int_{0}^{\infty} U_{\eta}(\lambda z) d \pi_{\lambda}(z) & =\int_{0}^{\infty}\left[\frac{\lambda z}{m_{1}}+\frac{m_{2}}{2 m_{1}^{2}}+g(\lambda z)\right] d \pi_{\lambda}(z) \\
& =\frac{\lambda}{m_{1}} \int_{0}^{\infty} z d \pi_{\lambda}(z)+\frac{m_{2}}{2 m_{1}^{2}}+\int_{0}^{\infty} g(\lambda z) d \pi_{\lambda}(z) . \\
& =\frac{\lambda}{m_{1}} E\left(\hat{\zeta}_{\lambda}\right)+\frac{m_{2}}{2 m_{1}^{2}}+\int_{0}^{\infty} g(\lambda z) d \pi_{\lambda}(z) .
\end{aligned}
$$

Here, $\int_{0}^{\infty} g(\lambda z) d \pi_{\lambda}(z) \rightarrow 0$, when $\lambda \rightarrow \infty$ (Gever [6]). Additionally, it is known that (Feller [5] and Rogozin [18]), when $\lambda \rightarrow \infty, \pi_{\lambda}(x)$ converges to a limit distribution $\pi_{0}(x)$, i.e.,

$$
\begin{equation*}
\pi_{\lambda}(x) \rightarrow \pi_{0}(x) \equiv \frac{1}{m_{1}} \int_{0}^{x}(1-F(v)) d v . \tag{3}
\end{equation*}
$$

Note that, $\pi_{0}(x)$ is the limit distribution of a residual waiting time generated by the random variables $\eta_{n}, n=1,2, \ldots$, and $m_{1}=E\left(\eta_{1}\right)$. According to Eq. (3) and property of the convergence of moments (Feller: [5, p. 251]), the following convergence also satisfied, when $\lambda \rightarrow \infty$ :

$$
E\left(\hat{\zeta}_{\lambda}\right) \equiv \int_{0}^{\infty} z d \pi_{\lambda}(z) \rightarrow \int_{0}^{\infty} z d \pi_{0}(z)=\frac{m_{2}}{2 m_{1}}
$$

Additionally, $m_{3}=E\left(\eta_{1}^{3}\right)<\infty$ is hold, the following asymptotic expansion can be written, when $\lambda \rightarrow \infty$ :

$$
\begin{equation*}
E\left(\hat{\zeta}_{\lambda}\right)=\frac{m_{2}}{2 m_{1}}+o\left(\frac{1}{\lambda}\right) \tag{4}
\end{equation*}
$$

Using the asymptotic expansion in (4), the following calculations can be done:

$$
\begin{aligned}
\int_{0}^{\infty} U_{\eta}(\lambda z) d \pi_{\lambda}(z) & =\frac{\lambda}{m_{1}} E\left(\hat{\zeta}_{\lambda}\right)+\frac{m_{2}}{2 m_{1}^{2}}+o(1) \\
& =\frac{m_{2}}{2 m_{1}^{2}} \lambda+\frac{m_{2}}{2 m_{1}^{2}}+o(1)
\end{aligned}
$$

Thus, the Lemma 1 is proved.
Now, we can express the theorem on the ergodicity of the process $X(t)$ which is the main aim of this section as follows.

Theorem 2 Let the initial sequence of the random pairs $\left\{\left(\xi_{n}, \eta_{n}\right)\right\}, n=1,2 \ldots$, satisfy the following supplementary conditions:
(i) $0<E\left(\xi_{1}\right)<\infty$;
(ii) $E\left(\eta_{1}\right)>0$;
(iii) $E\left(\eta_{1}^{3}\right)<\infty$;
(iv) $\eta_{1}$ is a non-arithmetic random variable.

Then, the process $X(t)$ is ergodic and the following relation is correct with probability 1 for each measurable bounded function $f(x)(f:[0,+\infty) \rightarrow R)$ :

$$
\begin{align*}
& \lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f(X(u)) d u=S_{f}  \tag{5}\\
\equiv & \frac{1}{E\left(\bar{\tau}_{1}\right)} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} f(v) P_{\lambda z}\left\{\tau_{1}>t: X(t) \in d v\right\} d t d \pi_{\lambda}(z)
\end{align*}
$$

Here $\pi_{\lambda}(z)$ is the ergodic distribution of the Markov chain $\left\{\zeta_{n}\right\}, n=0,1,2, \ldots$ and

$$
E\left(\bar{\tau}_{1}\right) \equiv \int_{0}^{\infty} E\left(\tau_{1}(\lambda z)\right) d \pi_{\lambda}(z)
$$

Proof The process $X(t)$ belongs to a wide class of processes which is known in the literature as "the class of semi-Markov processes with a discrete interference of chance". Furthermore, the general ergodic theorem of type Smith's "key renewal theorem" exists in the literature (Gihman and Skorohod [7]) for these processes. Let us show the conditions of general ergodic theorem are satisfied under the conditions of Theorem 2. According to the general ergodic theorem, to make sure the process $X(t)$ is ergodic, the following assumptions must be provided.

Assumption 1 There exist a monotone increasing random times

$$
0<\gamma_{1}<\gamma_{2}<\cdots<\gamma_{n-1}<\gamma_{n}<\cdots
$$

such that the values of the process $X(t)$ at these times, i.e., $\kappa_{n}=X\left(\gamma_{n}\right)$, form an embedded ergodic Markov chain.

For satisfying Assumption 1, it is sufficient to choose the stopping times $\left\{\tau_{n}\right\}$, $n=0,1,2, \ldots$ which is defined in Sect. 2 instead of $\gamma_{n}$. Due to definition of stopping times $\tau_{n}$, it is obvious that $X\left(\tau_{n}\right)=\lambda \zeta_{n}, n=0,1,2, \ldots$ Here, $\zeta_{n}$ expresses the quantity of $n$th reflection which is defined in Sect.2. Furthermore, the reflection quantities $\zeta_{n}$ form a Markov chain with a stationary distribution $\pi_{\lambda}(z)$. Therefore, the sequence $\left\{\lambda \zeta_{n}\right\}$ can be considered as an embedded Markov chain with a stationary distribution function $\pi_{\lambda}(z / \lambda)$. Here, the distribution function $\pi_{\lambda}(x)$ can be obtained from the following integral equation:

$$
\pi_{\lambda}(x)=\int_{0}^{\infty} G_{\lambda z}(x) d \pi_{\lambda}(z)
$$

where $G_{\lambda z}(x) \equiv P\left\{\zeta_{n} \leq x \mid \zeta_{n-1}=z\right\}$. In the study Rogozin [18], this probability is represented as follows:

$$
G_{\lambda z}(x)=P_{\lambda z}\left\{\zeta_{1} \leq x\right\}=-\int_{0}^{x}[1-F(t)] d_{t} U_{\eta}(\lambda z+x-t)
$$

Here, $U_{\eta}(t)$ is a renewal function generated by the random variables $\eta_{n}$, i.e., $U_{\eta}(t)=$ $\sum_{n=0}^{\infty} F^{* n}(t)$. Thus, Assumption 1 is satisfied.
Assumption 2 The expected values of the differences $\gamma_{n}-\gamma_{n-1}, n=1,2, \ldots$ must be finite, so $E\left(\gamma_{n}-\gamma_{n-1}\right)<\infty$.

Let us show that the second assumption is satisfied under the conditions of Theorem 2. For this purpose, it is sufficient to prove that $E\left(\tau_{1}\right)$ and $E\left(\tau_{2}-\tau_{1}\right)$ are finite. Due to the conditions of Theorem 2, $E\left(\xi_{1}\right)<\infty$ is hold. On the other hand, for each $0<\lambda<\infty$ and $0<z<\infty$, the renewal function $U_{\eta}(\lambda z)<\infty$ (see, Feller: [5, p. 185]). Therefore,

$$
E\left(\tau_{1}\right)=E\left(\tau_{1}(\lambda z)\right)=E\left(\xi_{1}\right) U_{\eta}(\lambda)<\infty .
$$

On the other hand,

$$
\begin{aligned}
E\left(\tau_{2}-\tau_{1}\right) & =\int_{0}^{\infty} E\left(\tau_{1}(\lambda z)\right) d \pi_{\lambda}(z)=E\left(\xi_{1}\right) \int_{0}^{\infty} E\left(N_{1}(\lambda z)\right) d \pi_{\lambda}(z) \\
& =E\left(\xi_{1}\right) \int_{0}^{\infty} U_{\eta}(\lambda z) d \pi_{\lambda}(z)
\end{aligned}
$$

According to Lemma 1,

$$
\int_{0}^{\infty} U_{\eta}(\lambda z) d \pi_{\lambda}(z)=\frac{m_{2}}{2 m_{1}^{2}}(\lambda+1+o(1))
$$

Thus, for the finite values of $\lambda$, the following inequality holds:

$$
\int_{0}^{\infty} U_{\eta}(\lambda z) d \pi_{\lambda}(z)<\infty
$$

Therefore, $E\left(\tau_{2}-\tau_{1}\right)<\infty$ is hold. Hence, the Assumption 2 is proved. Consequently, under the conditions of the Theorem 2, the process $X(t)$ is ergodic.

Moreover, under the conditions of the Theorem 2, time average of the process $X(t)$ converges with probability 1 , to space average, when $t \rightarrow \infty$. Hence, the Eq. (5) is true (see, Gihman and Skorohod: [7, p. 243]).

We can derive many important conclusion from Theorem 2, one of which is given in Theorem 3.

Theorem 3 Assume that the conditions of Theorem 2 are satisfied. Then, for each $x>0$, the ergodic distribution function $\left(Q_{X}(x)\right)$ of the process $X(t)$ can be written as follows:

$$
\begin{equation*}
Q_{X}(x)=1-\frac{E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}-x\right)\right)}{E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)} \tag{6}
\end{equation*}
$$

Here, $Q_{X}(x)=\lim _{t \rightarrow \infty} P\{X(t) \leq x\}$ is the ergodic distribution function of the process $X(t) ; U_{\eta}(z)$ is a renewal function generated by the sequence $\left\{\eta_{n}\right\}, n=$ $1,2, \ldots$.. Furthermore, for each bounded function $M(x), E\left(M\left(\lambda \hat{\zeta}_{\lambda}\right)\right)$ is given by the following integral:

$$
E\left(M\left(\lambda \hat{\zeta}_{\lambda}\right)\right) \equiv \int_{0}^{\infty} M(\lambda z) d \pi_{\lambda}(z)
$$

Proof Define the indicator function as follows $(x>0)$ :

$$
I_{(0, x]}(v)= \begin{cases}1, & v \leq x \\ 0, & v>x\end{cases}
$$

Then, substituting the indicator function $I_{(0, x]}(v)$ instead of $f(v)$ in Eq. (5), the following equation is hold:

$$
\begin{aligned}
S_{f} & \equiv \frac{1}{E\left(\bar{\tau}_{1}\right)} \int_{z=0}^{\infty} \int_{v=0}^{\infty} \int_{t=0}^{\infty} f(v) P_{\lambda z}\left\{\tau_{1}>t ; X(t) \in d v\right\} d t d \pi_{\lambda}(z) \\
& =\frac{1}{E\left(\bar{\tau}_{1}\right)} \int_{z=0}^{\infty} \int_{v=0}^{\infty} P_{\lambda z}\left\{\tau_{1}>t ; X(t) \leq x\right\} d t d \pi_{\lambda}(z)
\end{aligned}
$$

Therefore, for each $x>0$, the function $Q_{X}(x)$ is obtained as follows:

$$
Q_{X}(x)=\frac{1}{E\left(\bar{\tau}_{1}\right)} \int_{t=0}^{\infty} \int_{z=0}^{\infty} P_{\lambda z}\left\{\tau_{1}>t ; X(t) \leq x\right\} d t d \pi_{\lambda}(z)
$$

For shortness $G(t, x, \lambda z) \equiv P_{\lambda z}\left\{\tau_{1}>t ; X(t) \leq x\right\}$. First, calculate the function $G(t, x, \lambda z)$ :

$$
G(t, x, \lambda z)=\sum_{n=0}^{\infty} P_{\lambda z}\left\{v(t)=n ; \tau_{1}>t ; X(t) \leq x\right\} .
$$

Here, $\nu(t)=\max \left\{n \geq 0 ; T_{n} \leq t\right\}$. Using the renewal sequences $T_{n}$ and $S_{n}$, $G(t, x, \lambda z)$ is calculated as follows:

$$
\begin{align*}
G(t, x, \lambda z) & =\sum_{n=0}^{\infty} P_{\lambda z}\left\{T_{n} \leq t \leq T_{n+1} ; \tau_{1}>t ; X(t) \leq x\right\}  \tag{7}\\
& =\sum_{n=0}^{\infty} P\left\{T_{n} \leq t \leq T_{n+1}\right\} P\left\{\lambda z-S_{n}>0 ; \lambda z-S_{n} \leq x\right\} \\
& =\sum_{n=0}^{\infty}\left(\Phi_{n}(t)-\Phi_{n+1}(t)\right)\left(F_{n}(\lambda z)-F_{n+1}(\lambda z-x)\right)
\end{align*}
$$

Here, $\Phi_{n}(t)=P\left\{T_{n} \leq t\right\}$ and $F_{n}(z)=P\left\{S_{n} \leq z\right\}$. Applying Laplace transform with respect to parameter $t$ to the Eq. (7),

$$
\begin{aligned}
\tilde{G}(s, x, \lambda z) & \equiv \int_{0}^{\infty} e^{-s t} G(t, x, \lambda z) d t \\
& =\sum_{n=0}^{\infty}\left(F_{n}(\lambda z)-F_{n+1}(\lambda z-x)\right) \frac{\varphi^{n}(s)(1-\varphi(s))}{s}, s>0
\end{aligned}
$$

is obtained. Here

$$
\varphi(s)=E\left(\exp \left\{-s \xi_{1}\right\}\right) \equiv \int_{0}^{\infty} e^{-s t} d \Phi(t)
$$

Since $E\left(\xi_{1}\right)<\infty$, the following relation is hold (Feller [5]):

$$
\lim _{s \rightarrow 0} \frac{1-\varphi(s)}{s}=E\left(\xi_{1}\right)
$$

We can write the Laplace transform of $\tilde{G}(0, x, \lambda z)$ as follows:

$$
\begin{aligned}
\tilde{G}(0, x, \lambda z) & \equiv \lim _{s \searrow 0} \tilde{G}(s, x, \lambda z)=E\left(\xi_{1}\right) \sum_{n=0}^{\infty}\left(F_{n}(\lambda z)-F_{n+1}(\lambda z-x)\right) \\
& =E\left(\xi_{1}\right)\left(U_{\eta}(\lambda z)-U_{\eta}(\lambda z-x)\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
Q_{X}(x) & =\frac{1}{E\left(\bar{\tau}_{1}\right)} \int_{z=0}^{\infty} \int_{t=0}^{\infty} P_{\lambda z}\left\{\tau_{1} \geq \boldsymbol{t} ; X(t) \leq x\right\} \boldsymbol{d} t d \pi_{\lambda}(z) \\
& =\frac{1}{E\left(\bar{\tau}_{1}\right)}\left\{E\left(\xi_{1}\right) \int_{z=0}^{\infty}\left[U_{\eta}(\lambda z)-U_{\eta}(\lambda z-x)\right] d \pi_{\lambda}(z)\right\}
\end{aligned}
$$

is hold. According to Wald identity, we can obtained the expected value of $\tau_{1}$ :

$$
\begin{aligned}
E\left(\bar{\tau}_{1}\right) & \equiv \int_{0}^{\infty} E\left(\tau_{1}(\lambda z)\right) d \pi_{\lambda}(z)=E\left(\xi_{1}\right) \int_{0}^{\infty} E\left(N_{1}(\lambda z)\right) d \pi_{\lambda}(z) \\
& =E\left(\xi_{1}\right) \int_{0}^{\infty} U_{\eta}(\lambda z) d \pi_{\lambda}(z)=E\left(\xi_{1}\right) E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)
\end{aligned}
$$

As a result, $Q_{X}(x)$ is calculated as follows:

$$
\begin{aligned}
Q_{X}(x) & =\frac{E\left(\xi_{1}\right)\left[E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)-E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}-x\right)\right)\right]}{E\left(\xi_{1}\right) E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)} \\
& =1-\frac{E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}-x\right)\right)}{E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)}
\end{aligned}
$$

Here

$$
E\left(M\left(\lambda \hat{\zeta}_{\lambda}\right)\right) \equiv \int_{0}^{\infty} M(\lambda z) d \pi_{\lambda}(z)
$$

Thus, the proof of Theorem 3 is hold.

## 4 Asymptotic Rate of the Weak Convergence for the Ergodic Distribution of the Process

To prove the weak convergence theorem for the ergodic distribution of the process, we need to standardize the process $X(t)$ as follows:

$$
Y_{\lambda}(t) \equiv \frac{X(t)}{\lambda}, \quad \lambda>0 .
$$

The aim is to calculate the limit form for the ergodic distribution of the process $Y_{\lambda}(t)$, when $\lambda \rightarrow \infty$. Therefore, first of all, give the following Lemmas.

Lemma 4 The following relation can be written for the distribution $\pi_{\lambda}(x)$, when $\lambda \rightarrow \infty$ :

$$
\begin{equation*}
\pi_{\lambda}(x) \equiv \lim _{n \rightarrow \infty} P\left\{\zeta_{n} \leq x\right\}=\pi_{0}(x)+\frac{1}{\lambda} g_{\lambda}(x) \tag{8}
\end{equation*}
$$

Here, $\pi_{0}(x)=\frac{1}{m_{1}} \int_{0}^{x}(1-F(u)) d u ; m_{1}=E\left(\eta_{1}\right)$ and $g_{\lambda}(x)$ is a measurable bounded function such that $\lim _{\lambda \rightarrow \infty} g_{\lambda}(x)=0$.

Proof Since $\zeta_{1}$ is a residual waiting time generated by $\left\{\eta_{n}\right\}, n=1,2, \ldots$ at the first cycle, the exact expression for its distribution function can be given as follows (Feller [5, p. 369]):

$$
\begin{equation*}
H(\lambda z ; x) \equiv P\left\{\zeta_{1}(\lambda z) \leq x\right\}=\int_{0}^{\infty}[F(\lambda z-v+x)-F(\lambda z-v)] d U_{\eta}(v) \tag{9}
\end{equation*}
$$

Applying Laplace transform to Eq. (9) and using Tauber-Abel Theorems, the distribution function $H(\lambda z ; x)$ can be presented as follows:

$$
H(\lambda z ; x) \equiv P\left\{\zeta_{1}(\lambda z) \leq x\right\}=\pi_{\lambda 1}(\lambda z ; x)=\pi_{0}(x)+\frac{1}{\lambda} g_{1}(\lambda z ; x)
$$

Here, for all $z, x>0, g_{1}(\lambda z ; x)$ is a measurable and bounded function such that $\lim _{\lambda \rightarrow \infty} g_{1}(\lambda z ; x)=0$.

Now, let us obtain the distribution function of $\zeta_{2}$ as follows:

$$
\begin{align*}
\pi_{2 \lambda}(\lambda z ; x) & \equiv P\left\{\zeta_{2}\left(\lambda \zeta_{1}\right) \leq x\right\}=\int_{v=+0}^{\infty} P\left\{\zeta_{1} \in d v ; \zeta_{2}\left(\lambda \zeta_{1}\right) \leq x\right\} \\
& =\int_{v=+0}^{\infty} P\left\{\zeta_{1} \in d v\right\} P\left\{\zeta_{1}(\lambda v) \leq x\right\} \\
& =\int_{v=+0}^{\infty} H(\lambda v ; x) d_{v} H(\lambda z ; v) \tag{10}
\end{align*}
$$

Here, when $\lambda \rightarrow \infty, H(\lambda v ; x)=\pi_{0}(x)+\frac{1}{\lambda} g_{1}(\lambda v ; x)$. Substituting $H(\lambda v ; x)$ in Eq. (10):

$$
\begin{aligned}
\pi_{2 \lambda}(\lambda z ; x) & =\int_{v=+0}^{\infty}\left\{\pi_{0}(x)+\frac{1}{\lambda} g_{1}(\lambda v ; x)\right\} d_{v} H(\lambda z ; v) \\
& =\pi_{0}(x) \int_{v=+0}^{\infty} H(\lambda z ; d v)+\frac{1}{\lambda} \int_{v=+0}^{\infty} g_{1}(\lambda v ; x) d_{v} H(\lambda z ; v) \\
& =\pi_{0}(x)+\frac{1}{\lambda} g_{2}(\lambda z ; x)
\end{aligned}
$$

is obtained. Here, $g_{2}(\lambda z ; x)=\int_{v=+0}^{\infty} g_{1}(\lambda v ; x) d_{v} H(\lambda z ; v)$ and it is possible to show that $g_{2}(\lambda z ; x)$ is a measurable and bounded function such that $\lim _{\lambda \rightarrow \infty} g_{2}(\lambda z ; x)=0$. Hence, when $\lambda \rightarrow \infty$, for all $v, x>0$, the following equality can be written:

$$
\pi_{2 \lambda}(\lambda z ; x)=\pi_{0}(x)+\frac{1}{\lambda} g_{2}(\lambda z ; x) .
$$

Now, let us obtain the distribution function of $\zeta_{3}$ as follows:

$$
\begin{aligned}
\pi_{3 \lambda}(\lambda z ; x) & \equiv P\left\{\zeta_{3}\left(\lambda \zeta_{2}\right) \leq x\right\}=\int_{v=+0}^{\infty} P\left\{\zeta_{2} \in d v ; \zeta_{3}\left(\lambda \zeta_{2}\right) \leq x\right\} \\
& =\int_{v=+0}^{\infty} P\left\{\zeta_{2} \in d v\right\} P\left\{\zeta_{3}\left(\lambda \zeta_{2}\right) \leq x \mid \zeta_{2}=v\right\} \\
& =\int_{v=+0}^{\infty} H(\lambda v ; x) \pi_{2 \lambda}(\lambda z ; d v) \\
& =\int_{v=+0}^{\infty}\left\{\pi_{0}(x)+\frac{1}{\lambda} g_{1}(\lambda v ; x)\right\} \pi_{2 \lambda}(\lambda z ; d v) \\
& =\pi_{0}(x)+\frac{1}{\lambda} \int_{v=+0}^{\infty} g_{1}(\lambda v ; x) \pi_{2 \lambda}(\lambda z ; d v)
\end{aligned}
$$

Here let us denote the integral $\int_{v=+0}^{\infty} g_{1}(\lambda v ; x) \pi_{2 \lambda}(\lambda z ; d v)$ with $g_{3}(\lambda z ; x)$, i.e.,

$$
g_{3}(\lambda z ; x)=\int_{v=+0}^{\infty} g_{1}(\lambda v ; x) \pi_{2 \lambda}(\lambda z ; d v)
$$

and it is possible to show that $g_{3}(\lambda z ; x)$ is a measurable and bounded function such that $\lim _{\lambda \rightarrow \infty} g_{3}(\lambda z ; x)=0$. Hence, the distribution function $\pi_{3 \lambda}(\lambda z ; x)$ can be written as follows:

$$
\pi_{3 \lambda}(\lambda z ; x)=\pi_{0}(x)+\frac{1}{\lambda} g_{3}(\lambda z ; x)
$$

Similarly, when $\lambda \rightarrow \infty$, it is finally shown that the following asymptotic expansion can be written by induction:

$$
\begin{equation*}
\pi_{n \lambda}(\lambda z ; x)=\pi_{0}(x)+\frac{1}{\lambda} g_{n}(\lambda z ; x) . \tag{11}
\end{equation*}
$$

Here, $\pi_{0}(x)=\left(1 / m_{1}\right) \int_{0}^{x}(1-F(v)) d v$ and $g_{n}(\lambda z ; x)$ is a measurable and bounded function such that $\lim _{\lambda \rightarrow \infty} g_{n}(\lambda z ; x)=0$.

Taking limit in Eq. (11), when $n \rightarrow \infty$, the following relation is hold:

$$
\begin{equation*}
\pi_{\lambda}(x)=\lim _{n \rightarrow \infty} \pi_{n \lambda}(\lambda z ; x)=\pi_{0}(x)+\frac{1}{\lambda} \lim _{n \rightarrow \infty} g_{n}(\lambda z ; x) \tag{12}
\end{equation*}
$$

In the relation (12), $\lim _{n \rightarrow \infty} g_{n}(\lambda z ; x)$ can be denoted by $g_{\lambda}(x)$. Therefore,

$$
\pi_{\lambda}(x)=\pi_{0}(x)+\frac{1}{\lambda} g_{\lambda}(x)
$$

is obtained. Thus, Lemma 4 is proved.
Lemma 5 Under the conditions of Theorem 2, for each $x>0$, the following asymptotic expansion can be written, when $\lambda \rightarrow \infty$ :

$$
\begin{equation*}
E\left(U_{\eta}\left(\lambda\left(\hat{\zeta}_{\lambda}-x\right)\right)\right)=\frac{\lambda}{m_{1}} \int_{x}^{\infty}(z-x) d \pi_{\lambda}(z)+\frac{m_{2}}{2 m_{2}^{2}}\left(1-\pi_{\lambda}(x)\right)+o(1) \tag{13}
\end{equation*}
$$

Here, $m_{n}=E\left(\eta_{1}^{n}\right), n=1,2, \ldots$
Proof It is easy to conclude that it can be proved with the same method on the proof of Lemma 1. Briefly, the following equation can be written by definition:

$$
\begin{equation*}
E\left(U_{\eta}\left(\lambda\left(\hat{\zeta}_{\lambda}-x\right)\right)\right)=\int_{0}^{\infty} U_{\eta}(\lambda(z-x)) d \pi_{\lambda}(z) \tag{14}
\end{equation*}
$$

From Eq. (14), the following asymptotic expansion can be hold:

$$
E\left(U_{\eta}\left(\lambda\left(\hat{\zeta}_{\lambda}-x\right)\right)\right)=\frac{\lambda}{m_{1}} \int_{x}^{\infty}(z-x) d \pi_{\lambda}(z)+\frac{m_{2}}{2 m_{2}^{2}}\left(1-\pi_{\lambda}(x)\right)+o(1)
$$

Thus, it proves the Lemma 5.
Using these lemmas, the weak convergence theorem for the standardized process $Y_{\lambda}(t)$ can be stated as follows:

Theorem 6 Under the conditions of Theorem $2, Y_{\lambda}(t)$ is ergodic and the ergodic distribution of this process $\left(Q_{Y}(x)\right)$ convergences to the following limit distribution $R(x)$, for each $x>0$, when $\lambda \rightarrow \infty$ :

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} Q_{Y}(x)=R(x) \equiv \frac{2}{m_{2}} \int_{0}^{x}\left\{\int_{z}^{\infty}(1-F(v)) d v\right\} d z \tag{15}
\end{equation*}
$$

Here, $m_{2}=E\left(\eta_{1}^{2}\right)$.
Proof According to Theorem 3, Lemmas 1 and 5, the following calculations can be done:

$$
\begin{aligned}
& Q_{Y}(x)=Q_{X}(\lambda x)=1-\frac{E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}-\lambda x\right)\right)}{E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)} \\
& =1-\left[\frac{\lambda}{m_{1}} \int_{x}^{\infty}(z-x) d \pi_{\lambda}(z)+\frac{m_{2}}{2 m_{2}^{2}}\left(1-\pi_{\lambda}(x)\right)+o(1)\right]\left[\frac{m_{2}}{2 m_{1}^{2}} \lambda+\frac{m_{2}}{2 m_{1}^{2}}+o(1)\right]^{-1} \\
& =1-\frac{1}{\hat{m}_{1}} \int_{x}^{\infty}\left[1-\pi_{\lambda}(z)\right] d z+o(1)=\frac{1}{\hat{m}_{1}} \int_{0}^{x}\left[1-\pi_{\lambda}(z)\right] d z+o(1)
\end{aligned}
$$

Here $\hat{m}_{1} \equiv E\left(\hat{\zeta}_{\lambda}\right)=\int_{0}^{\infty}\left(1-\pi_{\lambda}(z)\right) d z$, according to the property of convergence of moments (Feller [5]), $\hat{m}_{1}=\frac{m_{2}}{2 m_{1}}+o(1)$ can be written. Then, the following expansion can be given:

$$
\begin{aligned}
Q_{Y}(x) & =\frac{2 m_{1}}{m_{2}} \int_{0}^{x}\left\{\frac{1}{m_{1}} \int_{z}^{\infty}(1-F(v)) d v\right\} d z+o(1) \\
& =\frac{2}{m_{2}} \int_{0}^{x}\left\{\int_{z}^{\infty}(1-F(v)) d v\right\} d z+o(1)=R(x)+o(1) .
\end{aligned}
$$

When $\lambda \rightarrow \infty$, the following relation is obtained:

$$
\lim _{\lambda \rightarrow \infty} Q_{Y}(x)=R(x) \equiv \frac{2}{m_{2}} \int_{0}^{x}\left\{\int_{z}^{\infty}(1-F(v)) d v\right\} d z
$$

Thus, Theorem 6 is proved.
Theorem 7 Under the conditions of Theorem 6, for the sufficiently large values of $\lambda$, the following inequality can be written:

$$
\begin{equation*}
\left|Q_{Y}(x)-R(x)\right| \leq \frac{2}{\lambda}\left|\pi_{0}(x)-R(x)\right| . \tag{16}
\end{equation*}
$$

Here

$$
\pi_{0}(x)=\frac{1}{m_{1}} \int_{0}^{x}[1-F(v)] d v
$$

is the limit distribution of the residual waiting time generated by $\left\{\eta_{n}\right\}$ and

$$
R(x)=\frac{2}{m_{2}} \int_{0}^{x}\left\{\int_{z}^{\infty}(1-F(v)) d v\right\} d z
$$

is the limit distribution of the process $Y_{\lambda}(t)$, where $m_{n}=E\left(\eta_{1}^{n}\right), n=1,2 \ldots$
Proof We can rewrite the Eq. (6) as follows:

$$
Q_{Y}(x)=\frac{E\left(U_{\eta}\left(\lambda\left(\hat{\zeta}_{\lambda}-x\right)\right)\right)-E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)}{E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)}
$$

Denote that $C_{F} \equiv \frac{m_{2}}{2 m_{1}^{2}}$ and using Lemmas 1 and 5 , the following equality can be written:

$$
\begin{aligned}
\Delta & \equiv E\left(U_{\eta}\left(\lambda\left(\hat{\zeta}_{\lambda}-x\right)\right)\right)-E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right) \\
& =\frac{\lambda}{m_{1}} D(x)+C_{F} \pi_{\lambda}(x)+o(1)
\end{aligned}
$$

Here, $D(x)=\frac{1}{m_{1}} \int_{0}^{x}\left(1-\pi_{\lambda}(z)\right) d z$. According to Lemma 1, the following expansion can be written:

$$
E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)=C_{F} \lambda\left(1+\frac{1}{\lambda}+o\left(\frac{1}{\lambda}\right)\right)
$$

Hence, we obtain that

$$
Q_{Y}(x)=\frac{\Delta}{E\left(U_{\eta}\left(\lambda \hat{\zeta}_{\lambda}\right)\right)}=\frac{\Delta}{\left(C_{F} \lambda\left(1+\frac{1}{\lambda}+o\left(\frac{1}{\lambda}\right)\right)\right)}
$$

Using Taylor expansion, the following calculations can be done:

$$
\begin{align*}
Q_{Y}(x)= & \frac{\Delta}{C_{F} \lambda}\left(1-\frac{1}{\lambda}+o\left(\frac{1}{\lambda}\right)\right) \\
= & \left\{\frac{D(x)}{C_{F}}+\frac{\pi_{\lambda}(x)}{\lambda}+o\left(\frac{1}{\lambda}\right)\right\} \\
= & \frac{2 m_{1}}{m_{2}} \int_{0}^{x}\left(1-\pi_{\lambda}(z)\right) d z \\
& +\frac{1}{\lambda}\left[\pi_{\lambda}(x)+\frac{2 m_{1}}{m_{2}} \int_{0}^{x}\left(1-\pi_{\lambda}(z)\right) d z\right]+o\left(\frac{1}{\lambda}\right) . \tag{17}
\end{align*}
$$

Recall that according to Lemma 4:

$$
\begin{equation*}
\pi_{\lambda}(z) \equiv P\left\{\hat{\zeta}_{\lambda} \leq z\right\}=\pi_{0}(z)+o\left(\frac{1}{\lambda}\right) \tag{18}
\end{equation*}
$$

Substituting the Eq. (18) into Eq. (17), we obtain that

$$
\begin{aligned}
Q_{Y}(x)= & \frac{2 m_{1}}{m_{2}} \int_{0}^{x}\left(1-\pi_{0}(z)\right) d z \\
& +\frac{1}{\lambda}\left[\pi_{0}(x)+\frac{2 m_{1}}{m_{2}} \int_{0}^{x}\left(1-\pi_{0}(z)\right) d z\right]+o\left(\frac{1}{\lambda}\right) \\
= & \frac{2 m_{1}}{m_{2}} \int_{0}^{x}\left\{\frac{1}{m_{1}} \int_{z}^{\infty}(1-F(v)) d v\right\} d z \\
+ & \frac{1}{\lambda}\left[\frac{1}{m_{1}} \int_{0}^{x}(1-F(v)) d v-\frac{2 m_{1}}{m_{2}} \int_{0}^{x}\left\{\frac{1}{m_{1}} \int_{z}^{\infty}(1-F(v)) d v\right\} d z\right] \\
& +o\left(\frac{1}{\lambda}\right) .
\end{aligned}
$$

According to Theorem 6,

$$
Q_{Y}(x)=R(x)+\frac{1}{\lambda}\left[\pi_{0}(x)-R(x)\right]+o\left(\frac{1}{\lambda}\right)
$$

To obtain the asymptotic rate,

$$
\left|Q_{Y}(x)-R(x)\right| \leq \frac{1}{\lambda}\left|\pi_{0}(x)-R(x)\right|+\left|o\left(\frac{1}{\lambda}\right)\right|
$$

When $\lambda$ is large enough, then the following inequality can be written:

$$
\left|o\left(\frac{1}{\lambda}\right)\right| \leq \frac{1}{\lambda}\left|\pi_{0}(x)-R(x)\right|
$$

Hence, it can be written as follows:

$$
\left|Q_{Y}(x)-R(x)\right| \leq \frac{2}{\lambda}\left|\pi_{0}(x)-R(x)\right| .
$$

Thus, Theorem 7 is proved.

## 5 Conclusion

In this study, the weak convergence theorem for the ergodic distribution of renewalreward process with a generalized reflecting barrier $(X(t))$ is proved. As a result, the asymptotic relation for the ergodic distribution function $Q_{Y}(x)$ is hold as in the Eq. (15). It can be inferred from this result that the limit distribution $R(x)$ is a distribution of a residual waiting time which is generated by another residual waiting times. That is a very interesting interpretation in the aspect of stochastic process theory. According to this result, the rate is expressed by the distribution functions of $\pi_{0}(x)$ and $R(x)$. Since they are distribution functions, they can only take values in the interval $[0,1]$. Thus, the absolute difference between $\pi_{0}(x)$ and $R(x)$ can't be greater than 1 . On the other hand, when $x \rightarrow \infty$, this absolute difference goes to zero. Therefore, in that case, the rate can be $\frac{2}{\lambda}$ at most and it gets smaller as well, when $\lambda \rightarrow \infty$.
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# Bias Study of the Naive Estimator in a Longitudinal Linear Mixed-Effects Model with Measurement Error and Misclassification in Covariates 

Jia Li, Ernest Dankwa and Taraneh Abarin


#### Abstract

This research presents a generalized likelihood approach to estimate the parameters in a longitudinal linear mixed-effects model. In our model, we consider measurement error and misclassification in the covariates. Through simulation studies, we observe the impact of each parameter of the model on the bias of the naive estimation that ignores the errors in the covariates.


## 1 Introduction

Longitudinal studies are research studies that involve repeated observations of the same factors over a period of time. As observational studies, they are applied in the health science to uncover predictors of certain outcome. Frequently, existing studies examine such predicting variables under the assumption that they are measured accurately. However, unobserved or error-prone variables are unavoidable. It is now well-known that measurement and/or misclassification error can influence the results of a study [1]. The impact of ignoring these errors varies from bias and large variability in estimators to low power in testing hypothesis [2, 3]. In order to improve the accuracy and precision in assessing the variables, one needs to take into account of the imprecise data of the studies.

In this research, we consider a longitudinal linear mixed-effects model. The model contains a repeatedly measured response, $y_{i t}$, continuous predictor(s), $X_{i t}$, subject to measurement error, and a classified predictor, $G_{i}$, subject to misclassification. We consider the model error term, $\varepsilon_{i t}$, with an autoregressive model with lag one, $\operatorname{AR}(1)$,

[^22]to account for the correlation between the time points. Autoregressive models with lag one are widely applied in science [4-6]. We also consider a time-independent random effect, $\gamma_{i}$, for a specific individual. As both $X$ and $G$ are random variables, we calculated the marginal moments of the response in order to obtain a closed-form for the parameter estimates using Generalized Least Square (GLS) estimation [7].

This paper is organized as follows: In Sect. 2, we describe the models in the research. We begin with a longitudinal linear mixed effect model without any errors in the covariates; then we introduce measurement error and misclassification models as well as a final model with both measurement error and misclassification in covariates. Section 3 is a discussion of simulations studies for the final model where there are both measurement error and misclassification involved. The last section draws conclusion on the whole research.

## 2 The Models

### 2.1 Error-Free Model

Without considering any errors in covariates, we define the longitudinal linear mixedeffects model as follows:

$$
\begin{equation*}
y_{i t}=X_{i t}^{\prime} \beta+\gamma_{i}+G_{i} \alpha+\varepsilon_{i t}, \quad i=1, \ldots, k, \quad t=1, \ldots, T \tag{1}
\end{equation*}
$$

where $y_{i t} \in \mathbb{R}$ is the response for the $i$ th individual, at time point $t, t=1, \ldots, T, \gamma_{i}$ is the individual random effect with mean zero and variance $\sigma_{\gamma}^{2}$. Moreover, $X_{i t} \in \mathbb{R}^{p}$ is the $p$ dimensional continuous covariate with coefficient vector $\beta$, and independent of $G_{i} \in \mathbb{R}$, which is the categorical time-invariant predictor. In model (1) also, $\alpha \in \mathbb{R}$ is the coefficient of the categorical predictor, $\varepsilon_{i t}$ is an error term that follows an $\operatorname{AR}(1)$, such that $\varepsilon_{i t}=\rho_{1} \varepsilon_{i, t-1}+a_{i t}$ and $\left|\rho_{1}\right|<1$. In this autoregressive model, $a_{i t}$ is a random error term with mean zero and variance $\sigma_{\varepsilon}^{2}$, independent of $\gamma_{i}$. The model error term $\varepsilon_{i t}$ can, therefore, be expressed as $\varepsilon_{i t}=\sum_{t=0}^{\infty} \rho_{1}^{t} a_{i t}$. The Generalized Least Square (GLS) estimate of $\theta=\left(\beta^{\prime}, \alpha\right)^{\prime}$, the vector of coefficient parameters, based on the marginal (in terms of the random effects) moments of the response, has a closed-form given as follows:

$$
\hat{\theta}=\binom{\hat{\beta}}{\hat{\alpha}}=\left[\sum_{i=1}^{n}\left(\begin{array}{c}
X_{i} \\
. . \\
\mathbf{1}_{T}^{\prime} G_{i}
\end{array}\right) \Sigma_{i}^{-1}\left(X_{i}^{\prime}: \mathbf{1}_{T} G_{i}\right)\right]^{-1}\left[\sum_{i=1}^{n}\left(\begin{array}{c}
X_{i} \\
. . \\
\mathbf{1}_{T}^{\prime} G_{i}
\end{array}\right) \Sigma_{i}^{-1} y_{i}\right]
$$

where $X_{i}=\left(X_{i 1}^{\prime}, \ldots, X_{i p}^{\prime}\right)^{\prime}, X_{i p}^{\prime}=\left(X_{i 1 p}, \ldots, X_{i T p}\right)^{\prime}, \mathbf{1}_{T}$ is a T-dimensional column vector of ones, $y_{i}$ is $\left(y_{i 1}, \ldots, y_{i T}\right)^{\prime}$, and $\Sigma_{i}$ is the covariance matrix of $y_{i}$ which satisfies:

1. $\operatorname{var}\left(y_{i t} \mid X_{i t}, G_{i}\right)=\sigma_{\gamma}^{2}+\frac{\sigma_{a}^{2}}{1-\rho_{1}^{2}}$,
2. for $t \neq u, \operatorname{cov}\left(y_{i t}, y_{i u} \mid X_{i t}, G_{i}\right)=\sigma_{\gamma}^{2}+\frac{\sigma_{a}^{2} \rho_{1}^{|t-u|}}{1-\rho_{1}^{2}}$.

The GLS estimators of the model coefficient parameters may be computed, iteratively, based on other model parameters.

### 2.2 Model with Measurement Error

In this model, the true continuous predictor $X_{i t}$ is not observed, instead another variable $W_{i t}$ is observed subject to measurement error. We consider an additive measurement error model as follows.

$$
\begin{equation*}
W_{i t}=X_{i t}+U_{i t}, \quad i=1, \ldots, n, \quad t=1 \ldots T \tag{2}
\end{equation*}
$$

Here, $U_{i t}$ is the p-dimensional measurement error, independent of $X_{i t}$ with mean vector $\mathbf{0}$ and variances $\sigma_{u 1}^{2} \ldots \sigma_{u p}^{2}$. We assume measurement error for any two covariates are independent irrespective of their occurrence times. Furthermore, measurement errors for measuring the same covariate at different time points are likely to be correlated.

### 2.3 Model with Misclassification

First, we examined the case where the categorical predictor is a binary variable with values 0 or 1 ; where 0 is failure and 1 is success. Thus, instead of the true categorical predictor $G$, a binary variable, $G^{*}$, is observed subject to misclassification. The conditional probabilities of $G^{*}$ given $G$ are as follow.

$$
\begin{align*}
\theta_{i j} & =P\left(G^{*}=i \mid G=j\right), \quad i=0,1, \quad j=0,1  \tag{3}\\
\sum_{i=0}^{1} \theta_{i j} & =1, \quad j=0,1
\end{align*}
$$

In literature, $\theta_{11}=P\left(G^{*}=1 \mid G=1\right)$, or the probability of correct classification of success, is known as sensitivity while $\theta_{00}=P\left(G^{*}=0 \mid G=0\right)$, or the probability of correct classification of failure, is known as specificity. We also extended the study to a more complicated case where the categorical covariate has three categories with values 0,1 or 2 (not presented in this paper). For detailed discussions on the case where the categorical variable has three categories, please refer to Chap. 5 of [8].

### 2.4 Model with Measurement Error and Misclassification

In this model, error-prone variables, $W_{i t}$ and $G_{i}^{*}$, are observed instead of the true covariates, $X_{i t}$ and $G_{i}$, respectively. Using the model assumptions and law of iterative expectations, we obtained marginal mean, variance and covariance of the response as follows. Detailed steps on calculating these moments, can be found in Chap. 5 of [8].

1. $E\left(y_{i t} \mid W_{i t}, G_{i}^{*}\right)=E\left(X_{i t}^{\prime} \mid W_{i t}\right) \beta+\alpha E\left(G_{i} \mid G_{i}^{*}\right)$
2. $\operatorname{var}\left(y_{i t} \mid W_{i t}, G_{i}^{*}\right)=\beta^{\prime} \operatorname{var}\left(X_{i t}^{\prime} \mid W_{i t}\right) \beta+\alpha^{2} \operatorname{var}\left(G_{i} \mid G_{i}^{*}\right)+\sigma_{\gamma}^{2}+\frac{\sigma_{a}^{2}}{1-\rho_{1}^{2}}$,
3. for $t \neq u, \operatorname{cov}\left(y_{i t}, y_{i u} \mid W_{i t}, W_{i u}, G_{i}^{*}\right)=\beta^{\prime} \operatorname{cov}\left(\left(X_{i t}^{\prime}, X_{i u}^{\prime}\right) \mid W_{i t}, W_{i u}\right) \beta+\operatorname{var}\left(G_{i} \mid\right.$ $\left.G_{i}^{*}\right) \alpha^{2}+\sigma_{\gamma}^{2}+\frac{\sigma_{a}^{2} \rho_{1}^{|t-u|}}{1-\rho_{1}^{2}}$.

The naive GLS estimate of the model coefficient parameters based on the observed $W$ and $G^{*}$ rather than $X$ and $G$, is expressed as follows.

$$
\hat{\theta}_{n}=\left[\sum_{i=1}^{n}\left(\begin{array}{c}
W_{i}  \tag{4}\\
\ddot{\prime} \\
\mathbf{1}_{T}^{\prime} G_{i}^{*}
\end{array}\right) \Phi_{i}^{*-1}\left(W_{i}^{\prime}: \mathbf{1}_{T} G_{i}^{*}\right)\right]^{-1}\left[\sum_{i=1}^{n}\left(\begin{array}{c}
W_{i} \\
. \\
\mathbf{1}_{T}^{\prime} G_{i}^{*}
\end{array}\right) \Phi_{i}^{*-1} y_{i}\right],
$$

where $\hat{\theta}_{n}=\binom{\hat{\beta}_{n}}{\hat{\alpha}_{n}}$ and $\Phi_{i}^{*}$ is the covariance matrix of the response based on $W_{i}$ and $G^{*}$, which satisfy expressions (2) and (3) given above. The naive estimator is generally biased for $\theta$, as the marginal moments of the response based on the observed covariates, $W$ and $G^{*}$, differ from the ones based on the true covariates, $X$ and $G$.

The covariance matrix of $\hat{\theta}_{n}$ conditioned on $W_{i}$ and $G_{i}^{*}$, can be expressed as

$$
\operatorname{Cov}\left(\hat{\theta}_{n} \mid W_{i}, G_{i}^{*}\right)=\left[\sum_{i=1}^{n}\left(\begin{array}{c}
W_{i} \\
\cdot \\
\mathbf{1}_{T}^{\prime} G_{i}^{*}
\end{array}\right) \Phi_{i}^{*^{-1}}\left(W_{i}^{\prime}: \mathbf{1}_{T} G_{i}^{*}\right)\right]^{-1}
$$

## 3 Simulation Results

We now present the common set-ups for all the scenarios. For each of the continuous covariates (in here, $p=2$ ), and $T=4$ time points, we generated independent time-variant continuous predictors from uniform distributions $U(0,1)$. We used autoregressive models to account for such correlations in the covariates. Therefore, the measurement error for covariate one, (say $\eta_{1 i t}$ ), follows an $\operatorname{AR}(1)$, such that $\eta_{1 i t}=\rho_{2} \eta_{1 i, t-1}+u_{1 i t}$ and $\left|\rho_{2}\right|<1$. In this autoregressive model, $u_{1 i t}$ is a random
error term with mean zero and variance $\sigma_{u_{1}}^{2}$. The measurement error for covariate two, (say $\eta_{2 i t}$ ), follows an $\operatorname{AR}(1)$, such that $\eta_{2 i t}=\rho_{3} \eta_{2 i, t-1}+u_{2 i t}$ and $\left|\rho_{3}\right|<1$. Similarly, $u_{2 i t}$ is a random error term with mean zero and variance $\sigma_{u_{2}}^{2}$. $\rho_{2}$ and $\rho_{3}$ were both set for 0.8 , except in the scenarios that they changed. The categorical time-invariant, $G$, was generated from a binary distribution with probability of success $\pi=0.4$. The regression model parameters for most scenarios were set to be $\alpha=0.2$ and $\beta=(1,-0.5)^{\prime}$. However, in order to investigate the impact of the signs (negative/positive) of the coefficients, we also considered $\alpha=-0.2$, and other possible signs of each $\beta$ s. The model error term, $\varepsilon_{i t}$, follows a first order auto-regressive model, such that $\varepsilon_{i t}=\rho_{1} \varepsilon_{i, t-1}+a_{i t}$ and $\left|\rho_{1}\right|<1$. We generated $a_{i t}$ from a normal distribution with mean zero. Except when they changed, we set $\rho_{1}$ and $\sigma_{\varepsilon}^{2}$ to be 0.8 and 1 , respectively.

For the misclassification, the categorical time-invariant, $G^{*}$, was generated based on $G$, in order to guarantee specific values of sensitivity and specificity. A sample size of 200 units were selected for all the scenarios. For each of the sample sizes, 1000 Monte Carlo replicates were simulated and the Monte-Carlo mean estimates and standard errors of the estimators were computed. In our simulation studies, we observed the bias in the naive estimator as we vary the parameters of the model one after the other with all the other parameters remaining the same. We present here some results from the simulations.

The results of changing $\alpha$ from -3 to 3 is shown in Fig. 1a. The bias in the naive estimate of $\alpha$ increases sharply as $\alpha$ changes. As it could be expected, when $\alpha=0$, the bias in the naive estimator of $\alpha$ is approximately zero. The bias of the estimators of $\beta_{1}$ and $\beta_{2}$ were not affected by the changes in $\alpha$.

Figure 1 b shows the bias in the naive estimator as $\pi$, the probability of the of success of the categorical covariate, varies from 0 to 1 . It is interesting to note that when the parameter $\alpha$ is set as a negative value, the bias in the naive estimator of $\alpha$ increases, however when $\alpha$ is set positive (not shown in here) the bias in the naive estimator decreases.

As $\rho_{1}$ increases from -1 to 1 , Fig. 1c indicates that the bias in the naive estimator of $\beta_{1}$ initially decreases to a point a point where $\rho_{1}=-0.25$ and then rises again giving it a $\cup$ shape. The bias in the naive estimator of $\alpha$ increases to the same point for $\rho_{1}$ and declines afterwards giving it an $\cap$ shape. However, the bias in the naive estimator of $\beta_{2}$ decreases to a point a point where $\rho_{1}=0$ and increases slowly, thereafter.

From the graph in Fig. 1d, we observe that as the variance of the measurement error of covariate $X_{1}$ increases, bias in the naive estimator of $\beta_{1}$ increases, as was expected. Since $X_{1}$ and $X_{2}$ were generated independently, the bias in the naive estimator of $\beta_{2}$ remains unchanged while the bias of the naive estimator of $\alpha$ declines. Although, the main goal of our research was to study the bias in the naive estimates, we also investigated the variabilities in them. From Table 1, we observe that the increase in measurement error of $X_{1}$ decreases the variabilities in the naive estimators of the three parameters, making the naive estimator of $\beta_{1}$ even worse.

In Fig. 2, we take a critical look at the magnitude of bias in the naive estimators as we vary $\beta_{1}$ from -3 to 3 . For graphs (a) and (b), we set $\beta_{2}$ to be positive ( 0.5 ).

Table 1 Bias and standard error for the different values of $\sigma_{u_{1}}^{2}$

| $\sigma_{u_{1}}^{2}$ | $\hat{\alpha}$ | $\hat{\beta_{1}}$ | $\hat{\beta_{2}}$ |  |  |  |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- |
|  | Bias | SE | Bias | SE | Bias | SE |
| 0.2 | 0.5050 | 0.0395 | -0.6946 | 0.0060 | -0.6105 | 0.0015 |
| 0.4 | 0.3774 | 0.0355 | -0.4345 | 0.0033 | -0.6194 | 0.0014 |
| 0.6 | 0.2788 | 0.0332 | -0.2328 | 0.0022 | -0.6260 | 0.0013 |
| 0.8 | 0.2041 | 0.0316 | -0.0798 | 0.0016 | -0.6308 | 0.0012 |
| 1.0 | 0.1456 | 0.0305 | -0.0401 | 0.0012 | -0.6345 | 0.0012 |
| 1.2 | 0.0983 | 0.0296 | 0.1371 | 0.0010 | -0.6375 | 0.0011 |
| 1.4 | 0.0592 | 0.0289 | 0.2174 | 0.0008 | -0.6399 | 0.0011 |
| 1.6 | 0.0261 | 0.0284 | 0.2851 | 0.0007 | -0.6419 | 0.0011 |
| 1.8 | -0.022 | 0.0279 | 0.3433 | 0.0006 | -0.6436 | 0.0010 |
| 2.0 | -0.0021 | 0.0275 | 0.3436 | 0.0023 | -0.6456 | 0.0009 |



Fig. 1 Graphs for scenarios where the categorical predictor has two categories


Fig. 2 Graphs for the study of bias in naive estimator as $\beta_{1}$ changes. a $\beta_{2}=0.5$. b $\beta_{2}=0.5$. $\mathbf{c}$ $\beta_{2}=-0.5$. d $\beta_{2}=-0.5$

The results indicate that as $\beta_{1}$ changes, in both graphs, the bias in the naive estimator of $\alpha$ declines. However, the magnitude of bias is larger in the scenario in which $\alpha$ is set positive. Similar observations were made in graphs (c) and (d), where we set $\beta_{2}$ to be negative ( -0.5 ). In addition to the above results, we observe that although in each graph, the bias in the naive estimator of $\beta_{2}$ remains unchanged, the naive estimator tends to underestimate $\beta_{1}$, when it is actually positive and over estimate it when it is negative. Comparing graphs (a) and (b) with (c) and (d) also reveals that the magnitude of the bias in $\hat{\alpha}$ is higher for positive $\beta_{2}$ as comparing to the negative value.

### 3.1 More Interesting Results Not Shown in Graphs or Table

- By increasing either sensitivity or specificity, when $\alpha$ is set as a negative value, the bias in the naive estimator of $\alpha$ increases but when $\alpha$ is set as a positive value the bias in the naive estimator of $\alpha$ decreases.
- We also observe the behaviour of the bias in the naive estimates, as sample size changes from 100 to 1000 . It is interesting that increasing the sample size does not improve the naive estimators of the coefficient parameters. More interestingly, as the sample size increases, the variabilities of all the estimates decline, leaving the naive estimates to perform very poorly.
- Increasing either $\sigma_{\gamma}^{2}$ or $\sigma_{\varepsilon}^{2}$ (from zero to one) had almost the same effects on the bias of naive estimator of the parameters. While the bias of naive estimator of $\alpha$ increases, that of $\beta_{1}$ and $\beta_{2}$ decrease slightly.


## 4 Conclusions

- Even though assessing bias through the closed-form naive estimates is quite challenging, one may assess the bias (and variabilities) of naive estimator by varying model parameters one at a time while keeping the others constant. These results provide useful insights on the effect of errors in covariates in the linear mixed effect models.
- Bias in the naive estimator tend to be high when the parameter have high contributions in the model. A typical case was where the magnitude of bias for the naive estimator of $\alpha$ was high when the parameter $\alpha$ was set as a positive value. So when the categorical covariate has a positive contribution in the model, we expect measurement error and misclassification to have worse influence on the estimate of $\alpha$, the coefficient of the categorical predictor.
- Bias, accompanied by low variabilities, indicate how poor estimates are when we have error-prone covariates in the model. This has been a very consistent observation in our study of the effects of errors in the covariates of our model. This implies that one cannot do any better inference without accounting for the errors in the covariates.
- Changes in some of the parameters of the model such as the coefficients of the predictor variables, $\alpha, \beta_{1}$ and $\beta_{2}$, lag correlations coefficients, $\rho_{1}$ and $\rho_{2}$, and sensitivity, were found to have much influence on the magnitude and direction of bias of the estimators of the parameters as compared to the other parameters.
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# Transformations of Data in Deterministic Modelling of Biological Networks 

Melih Ağraz and Vilda Purutçuoğlu


#### Abstract

The Gaussian graphical model (GGM) is a probabilistic modelling approach used in the system biology to represent the relationship between genes with an undirected graph. In graphical models, the genes and their interactions are denoted by nodes and the edges between nodes. Hereby, in this model, it is assumed that the structure of the system can be described by the inverse of the covariance matrix, $\Theta$, which is also called as the precision, when the observations are formulated via a lasso regression under the multivariate normality assumption of states. There are several approaches to estimate $\Theta$ in GGM. The most well-known ones are the neighborhood selection algorithm and the graphical lasso (glasso) approach. On the other hand, the multivariate adaptive regression splines (MARS) is a non-parametric regression technique to model nonlinear and highly dependent data successfully. From previous simulation studies, it has been found that MARS can be a strong alternative of GGM if the model is constructed similar to a lasso model and the interaction terms in the optimal model are ignored to get comparable results with respect to the GGM findings. Moreover, it has been detected that the major challenge in both modelling approaches is the high sparsity of $\Theta$ due to the possible non-linear interactions between genes, in particular, when the dimensions of the networks are realistically large. In this study, as the novelty, we suggest the Bernstein operators, namely, Bernstein and Szasz polynomials, in the raw data before any lasso type of modelling and associated inference approaches. Because from the findings via GGM with small and moderately large systems, we have observed that the Bernstein polynomials can increase the accuracy of the estimates. Hence, in this work, we perform these operators firstly into the most well-known inference approaches used in GGM under realistically large networks. Then, we investigate the assessment of these transformations for the MARS modelling as the alternative of GGM again under the same large complexity. By this way, we aim to propose these transformation techniques for all sorts of modellings under the steady-state condition of the protein-protein interaction networks in order


[^23]to get more accurate estimates without any computational cost. In the evaluation of the results, we compare the precision and F-measures of the simulated datasets.

## 1 Introduction

The description of the biochemical activations via networks and the mathematical modelling are very powerful approaches to understand the actual behaviour of the biological process and present the structure of the complex systems. There are different levels to present biochemical events. The protein-protein interaction and metabolic networks are the two well-known representations. Here we deal with the former type of networks which aims to explain the functional/physical interactions between proteins. This biological network can be modelled with different techniques. One of the very well known models to describe and to visualize biological networks is the Gaussian Graphical Model (GGM). GGM is extensively used in many fields, including image process [1], economy [2], gene regularity network [3] and the process of sampling [4]. Basically, it is a parametric method and applies the inverse of the covariance matrix, i.e. precision $\Theta$, to explain relationships between genes. Here every gene is regressed by the other genes in such a way that the coefficients of the regression indicate conditionally dependent structure [5]. Thus the entries of the precision matrix are the model parameters of interest. But the estimation of these parameters are challenging, especially, under high dimensional systems with sparse observations. Because it leads to the ill-posed problem. There are numerous works to overcome this problem [6-8]. One of the common solutions is the neighborhood selection method [9]. This method is a subproblem of the covariance selection methods. It uses the neighborhoods of the nodes and assumes that two nodes in the graph are conditionally independent to each other given the remaining nodes. Finally the given neighbors of the variable are estimated by fitting a lasso regression. The other common approach for the estimation is the $L_{1}$-penalized likelihood, i.e. glasso method [10]. This approach simply performs the lasso regression by putting the $L_{1}$-penalty into the precision matrix.

MARS is an innovative nonparametric and nonlinear regression modelling technique which is introduced by statistician Friedman in 1991 [11]. It efficiently models the variables' nonlinearities and interactions by using the linear terms and does not make any assumption about the functional relationship between the response and the exploratory variables [12]. When constructing the model, it partitions the input variables into regions where each has its own regression equation. This method is implemented in various fields such as financial data clustering [13], data mining [14], time series [15] and the engineering analyses [16].

In this study, we suggest to work on the Bernstein and Szasz-Mirakyan Polinamials in inference with GGM and MARS to accurately estimate realistically complex biological networks and to compare their results. By this way, we aim to detect whether these operators can be suggested in advance of all lasso types of models for protein interaction networks. In general the Bernstein operators are applied to
prove polynomials ability on the approximation of any function over an interval and smoothing the datasets by transforming them on the $[0,1]$ interval. Moreover, the Bernstein operators are not only used for smoothing the functions, but also, for smoothing statistics [17], solving numerical analysis [18] and drawing computer graphs via the bezier curves [19]. Finally, they can be also performed in generalized Fourier series in order to proximate curves and surfaces [20].

Hence, in the rest of the paper, we present the following organization. In Sect.2, GGM is explained briefly and its estimation technique via two major methods are introduced. In Sect. 3, the MARS method and Bernstein operators are shortly presented. In order to evaluate the results, the simulation studies are applied in Sect.4. Then the findings are compared and future works are presented in Sect. 5.

## 2 Graphical Models

A graph is a representation of pairs of nodes and edges where the nodes are the basic components of biological networks and the edges show the interactions between nodes. In biological networks, the graphical models are one of the useful ways to extract the meaning of networks from a dataset. The graphical models can be divided into the two groups, known as directed and undirected graphical structures. As it is seen in Fig. 1, the directed graph shows the direction and interactions between nodes, but the undirected graph only presents the interactions between nodes without their directional information.

### 2.1 Gaussian Graphical Models

The Gaussian graphical models (GGM) are one of the well-known modelling approaches, which show the undirected graphical interactions over a set of random variables under the multivariate normal distribution. GGM have been firstly used in the literature under the name of the covariance selection models by Dempster [21]. But the graphical representation of these models is firstly introduced by Whittaker [22]. In GGM, the nodes can be formulated as $Y=\left(Y^{1}, Y^{2}, \ldots, Y^{p}\right)$ which is multivariate normally distributed via

Fig. 1 Basic representation of the a directed and $\mathbf{b}$ the undirected graph between three nodes

(b)


$$
\begin{equation*}
Y \sim N(\mu, \Sigma) \tag{1}
\end{equation*}
$$

where $\mu$ is a $p$-dimensional vector with $\mu=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{p}\right)$ and $\Sigma$ is a $(p \times p)$ dimensional covariance matrix. So the probability distribution function of $Y$ can be presented by

$$
\begin{equation*}
f(y)=\frac{1}{(2 \pi)^{n / 2}|\Sigma|^{1 / 2}} e^{-\frac{1}{2}(y-\mu)^{\prime} \Sigma^{-1}(y-\mu)} \tag{2}
\end{equation*}
$$

in which $Y$ describes a multivariate normally distributed variable, $\mu$ refers to a mean vector and $\Sigma$ is the variance-covariance matrix as stated beforehand. Finally, |.| denotes the determinant of the given matrix. The main idea of GGM is based on the conditionally independent structure. For three nodes A, B and C, we say that A and $B$ are conditionally independent with $C$ if the structure of $A$ and $B$ is separated by $C$. In gene networks, if two nodes, i.e. genes, are conditionally independent, there is no edge between two nodes and is represented with a zero entry in the precision matrix. On the other hand, the precision is the inverse of the covariance matrix $\Sigma$, denoted by $\Theta$ with a $(p \times p)$-dimensional matrix. Thus, the pairwise dependency between two nodes $i$ and $j$ can be shown by $\theta_{i j}$ as follows.

$$
\begin{equation*}
\Theta=\Sigma^{-1}=\theta_{i j} . \tag{3}
\end{equation*}
$$

As the precision matrices consist of partial covariances, its diagonal entries are obtained from $\theta_{i i}=1 / \operatorname{var}\left(Y^{(i)} \mid Y^{1}, Y^{2}, \ldots, Y^{i-1}, Y^{i}, \ldots, Y^{p}\right)$ and the off-diagonal entries are found from

$$
\begin{equation*}
\phi_{i j}=\frac{-\theta_{i j}}{\sqrt{\theta_{i i} \theta_{i j}}}, \tag{4}
\end{equation*}
$$

where $\theta_{i j}$ shows the partial correlation between $Y^{i}$ and $Y^{j}$ and $\operatorname{var}($.$) denotes the$ variance term in the given random variable. In gene networks, the number of nodes $p$ is much more than the number of observations $n$ (i.e. $p>n$ ) that leads to the singularity problem. In other words, the estimated sample covariance matrix $S$ is not invertible. There are many methods to infer this partial covariance matrix. One of them is to apply the lasso regression method. Let's assume that $Y$ is a vector and all the observed networks are contained by $Y$. So a regression model is constructed between a response variable $Y^{p}$ and the explanatory variables $Y^{-p}$. Hereby, the model is described as

$$
\begin{equation*}
Y^{p}=Y^{-p} \beta+\varepsilon . \tag{5}
\end{equation*}
$$

In this expression, $\varepsilon$ is the error term which has a normal distribution with zero mean. Thus, the mean vector $\mu$ and the variance-covariance matrix $\Sigma$ of the model in Eq. (5) can be shown by

$$
\mu=\binom{\mu_{-p}}{\mu_{p}} \quad \text { and } \quad \Sigma=\left(\begin{array}{cc}
\Sigma_{-p, p} & \sigma_{-p, p}  \tag{6}\\
\sigma_{-p, p} & \sigma_{p, p}
\end{array}\right)
$$

respectively. Here, $\mu_{-p}$ indicates the mean vector of all nodes except the $p t h$ node, $\Sigma_{-p, p}$ is the $(p-1) \times(p-1)$-dimensional variance-covariance matrix of all nodes except the $p$ th node, $\sigma_{-p, p}$ refers to a $(p-1)$-dimensional vector and $\sigma_{p, p}$ is the covariance value of the $p$ th node. In Eq. (5), $\beta$ stands for the regression coefficient. Interestingly, there is a relation between $\beta$ and the precision matrix $\Theta$ which is formalized by

$$
\begin{equation*}
\beta=-\frac{\Theta_{-p, p}}{\Theta_{p, p}} \tag{7}
\end{equation*}
$$

In Eq. (7), $\Theta_{-p, p}$ describes the precision of nodes except the $p$ th entry and $\Theta_{p, p}$ represents the ( $p \times p$ )-dimensional full-rank precision matrix. Therefore, the entries of $\Theta$ are used to infer the strength of the interactions between nodes.

There are some approaches to estimate the model parameters of GGM. When the number of observations is greater than the number of dimensions (i.e. $n>p$ ), one can estimate $\theta$ by the maximum likelihood estimation (MLE) easily. On the other hand if $n<p$, then the singularity problem can occur. In order to overcome this challenge, the $L_{1}$-penalized method and the neighborhood selection with the lasso approach are the two well-known approaches. The mathematical details of both techniques are presented as below.

### 2.1.1 Graphical Lasso ( $L_{1}$-Penalized Method)

One of the efficient ways to estimate a sparse and symmetric matrix $\Theta$ is the graphical lasso approach (glasso) which is introduced by Friedman et al. [7]. According to the Lagrangian dual form, the problem is the maximization of the loglikelihood function with respect to the nonnegative matrix as follows.

$$
\begin{equation*}
\max _{\Theta}(\log (|\Theta|)-\operatorname{Trace}(S \Theta)) \tag{8}
\end{equation*}
$$

where $S=X X^{\prime} / n$ is an estimate of the covariance matrix. Yuan and Lin [6] show that instead of maximizing Eq. (8), the penalized loglikelihood function can be maximized via

$$
\begin{equation*}
\max _{\Theta}\left\{\log (|\Theta|)-\operatorname{Trace}(S \Theta)-\lambda\|\Theta\|_{1}\right\} \tag{9}
\end{equation*}
$$

in which Trace(.) denotes the trace matrix as used before. $\|\Theta\|_{1}$ is the $L_{1}$-norm which is the summation of the absolute values of the elements of the precision matrix. According to the Karush-Kuhn-Ticker condition to maximize $\Theta$, Eq.(9)
must provide the following equation.

$$
\begin{equation*}
\Theta^{-1}-S-\lambda \Gamma(\Theta)=0, \tag{10}
\end{equation*}
$$

where $\Gamma(x)$ shows the subgradient of $|x|$. That means, if $\Theta_{i j}>0, \Gamma\left(\Theta_{i, j}\right)$ equals to 1. If $\Theta_{i j}<0, \Gamma\left(\Theta_{i, j}\right)$ sets to -1 and $\Theta_{i j}=0$.

A sufficient condition for the solution of the graphical lasso is to block the diagonal matrix with blocks if the inequality $S_{i i^{\prime}}<\lambda$ is satisfied for all $i \in C_{k}, i^{\prime} \in C_{k^{\prime}}$ and $k \neq k^{\prime}$, where $C_{1}, C_{2}, \ldots, C_{k}$ represent a partition of $p$ features. $\widehat{\theta}$ is a block diagonal matrix with $k$ blocks by

$$
\widehat{\Theta}=\left[\begin{array}{llll}
\Theta_{1} & & & \\
& \Theta_{2} & & \\
& & \ddots & \\
& & & \Theta_{k}
\end{array}\right]
$$

Here the $k$ th block of $\widehat{\Theta}$ satisfies Eq. (8) and $\widetilde{\Theta}$ is estimated. From the findings [8], it is seen that the blocking idea is computationally efficient in inference.

### 2.1.2 Neighborhood Selection with the Lasso Approach

A popular alternative way to overcome the underlying singularity of the variancecovariance matrix is to apply the neighborhood selection with the lasso approach [9]. This method is computationally attractive for sparse and high dimensional graphes.

The neighborhood selection method is a sub-problem of the covariance selection. If $\Phi$ is a set of nodes, the neighborhood of $n e_{p}$ of the node $p \in \Phi$ is the smallest subset of $\Phi \backslash\{p\}$, which denotes the set of nodes except the $p$ th node. So all variables $Y_{n e_{p}}$ in the neighborhood, $Y_{p}$ is conditionally independent on all remaining variables. The neighborhoods of the node $p$ consist of the node $b \in \Phi \backslash\{p\}$ so that $(p, b) \in E$ when $E$ denotes the set of edges.

This method can be converted as a standard regression problem and can be solved efficiently with the lasso approach [10]. Hereby, the lasso estimate of $\widehat{\theta}$ for the $p$ th node and under the penalty constant $\lambda$ is given by

$$
\begin{equation*}
\widehat{\Theta}^{p, \lambda}=\operatorname{argmin}\left(\left\|Y_{p}-Y \Theta\right\|_{2}^{2}+\lambda_{p}\|\Theta\|_{1}\right) \tag{11}
\end{equation*}
$$

where $\|\Theta\|_{1}=\sum_{b \in \Phi(n)}\left|\Theta_{b}\right|$ is the $L_{1}$-norm of the coefficient vector and $\|.\|_{2}^{2}$ shows the $L_{2}$-norm. But the solution of Eq.(11) is not unique. Because each choice of the penalty parameter $\lambda$ indicates an estimate of the neighborhood $n e_{p}$ for the node $p \in \Phi(n)$.

## 3 Multivariate Adaptive Regression Splines and Bernstein Polynomials

### 3.1 Multivariate Adaptive Regression Splines (MARS)

The Multivariate Adaptive Regression Splines (MARS) is a nonparametric regression technique that makes no assumption about the functional relationship between dependent and independent variables and it has an increasing number of applications in many areas of the science over the last few years. Because it builds a flexible model for the high-dimensional non-linear data by introducing piecewise linear regressions. The classical nonparametric model has the following structure.

$$
\begin{equation*}
y_{i}=f\left(\beta, x_{i}^{\prime}\right)+\varepsilon, \tag{12}
\end{equation*}
$$

where $\beta$ is the unknown parameter, $n$ represents the sample size and $x$ stands for the independent variable. Moreover, $f$ describes an unknown functional form and $\varepsilon$ denotes the random error term. Hence, the MARS method affords to proximate the nonlinear functions of $f$ by using piecewise linear basis elements, known as basis functions BFs [11]. The form of BFs can be shown as $(x-t)_{+}$and $(t-x)_{+}$in which $x$ is an input variable on the positive side " + ". So

$$
(x-t)_{+}=\left\{\begin{array}{lc}
x-t & \text { if } x>t  \tag{13}\\
0 & \text { otherwise }
\end{array},(t-x)_{+}=\left\{\begin{array}{ll}
t-x & \text { if } x<t \\
0 & \text { otherwise }
\end{array} .\right.\right.
$$

In Eq.(13), $t$ is a univariate knot obtained from the dataset simply shown in Fig. 2 too.

From Fig. 2, it is seen that each function is piecewise linear with a knot at the value $t$. These two functions are called the reflected pairs. The aim of such applications is to construct the reflected pairs for each input variable $X_{j}$ with knots at each observed value $x_{i j}$ of that input. Therefore, the collection of BFs under ( $i=1,2, \ldots, N$; $j=1,2, \ldots, p)$ is defined as

$$
\begin{equation*}
C=\left\{\left(X_{j}-t\right)_{+},\left(t-X_{j}\right)_{+}\right\} \mid t \in\left\{x_{1, j}, x_{2, j}, \ldots, x_{N, j}, j \in\{1,2, \ldots, p\}\right\} \tag{14}
\end{equation*}
$$

Fig. 2 Simple representation of the smoothing method for the curvature structure via BFs of MARS with $t_{1}, t_{2}, t_{3}$ knots

where $N$ is the number of observations and $p$ shows the dimension of the input space. If all of the input values are distinct, we can construct $2 N p$ basis functions altogether.

The general method to produce spline fitting in higher dimensions is to employ basis functions that are tensor products of univariate spline functions. Hence, the multivariate spline BFs which take the following form is performed as the $m$ th BF that are tensor products of the univariate spline functions.

$$
\begin{equation*}
B_{m}(x)=\prod_{k=1}^{K_{m}}\left[s_{k m}\left(x_{v(k m)}-t_{k m}\right)\right]_{+} \tag{15}
\end{equation*}
$$

in which $K_{m}$ is the total number of truncated linear functions in the $m$ th BF and $x_{v(k m)}$ describes the input variable corresponding to the $k$ th truncated linear function in the $m$ th basis function. Moreover, $t_{k m}$ refers to the corresponding knot value and $s_{k m}$ takes the value $\mp 1$ and indicates the (right/left) sense of the combined step function. The $v(k m)$ identifies the predictor variable and $t_{k m}$ substitutes for values on the corresponding variable. Finally, [.]+ indicates the partial function as described in Eq. (13). Accordingly, the construction of the modelling strategy is similar to a forward stepwise linear regression. But different from this model, the functions from the set $C$ are allowed to be used in MARS, instead of the original inputs. Therefore, the MARS model is represented by

$$
\begin{equation*}
f(x)=c_{0}+\sum_{m=1}^{M} c_{m} B_{m}(X)+\varepsilon, \tag{16}
\end{equation*}
$$

where $B_{m}(x)$ is a function of $C$ as shown in Eq. (15), $X=\left(X_{1}, X_{2}, \ldots, X_{p}\right)^{\prime}, c_{0}$ presents the intercepts, $c_{m}$ 's are the regression coefficient for each basis function and it is estimated by minimizing the residual sum of squares in the linear regression model. Furthermore, $M$ denotes the number of basis functions and finally, $\varepsilon$ corresponds to the uncorrelated random error term with a zero mean and an unknown constant variance.

MARS performs both forward and backward methods. At the end of the forward stage, it generates the best fitted and the largest model similar to Eq.(16). So we need to reduce the complexity. Friedman [11] suggests to perform a modified form of the generalized cross validation criterion (GCV) as denoted in Eq. (17) in order to choose the best model. GCV produces an estimated best fitted model $\hat{f}_{\lambda}$ of each size of $\lambda$ produced at the end of the backward process.

$$
\begin{equation*}
G C V(\lambda)=\frac{\sum_{i=1}^{N}\left(y_{i}-\hat{f}_{\lambda}\left(x_{i}\right)\right)^{2}}{(1-M(\lambda) / N)^{2}}, \tag{17}
\end{equation*}
$$

where $N$ represents the number of observations and $M(\lambda)$ is the effective number of parameters. In this equation, $M(\lambda)$ is found via $M(\lambda)=r+c K$ in which $r$ refers to the number of linearly independent basis functions and $K$ describes the number of selected knots during the forward stage. Additionally, $c$ is the cost in the optimization of BF and the smoothing parameter of the model that is generally taken as $c=3$ [23]. Finally, $y$ and $\hat{f}_{\lambda}$ show the response variable and the estimated $f$ with data $y$, respectively.

### 3.2 Bernstein Polynomials

The Bernstein polynomials are based on the theorem of the Weierstrass approximation. Assuming that $f$ is a function over the range $C[a, b], f$ can be uniformly approximated by polynomials. Hereby, the Bernstein polynomials are one of the most well-known polynomials with a real-valued function $f$ bounded on the interval $[0,1]$. These polynomials are defined by

$$
\begin{equation*}
B_{n}(f ; x)=\sum_{k=0}^{n} f\left(\frac{k}{n}\right)\binom{n}{k} b_{k, n}(x) \tag{18}
\end{equation*}
$$

in which $n$ is the degree of the Bernstein polynomials. $f\left(\frac{k}{n}\right)$ is equivalent to the approximation of the values for the function $f$ at points $k / n(k=0, \ldots, n)$ in the domain of $f$ implying that any interval $[a, b]$ can be transformed into the interval $[0,1]$. Finally, $b_{k, n}(x)$ is the Bernstein basis with the degree $n$ on the parameter $x \in[0,1]$ via

$$
\begin{equation*}
b_{k, n}(x)=\binom{n}{k}(1-x)^{n-k} x^{k} . \tag{19}
\end{equation*}
$$

In Eq. (19), $\binom{n}{k}$ is a binomial coefficient that can be obtained from the Pascals triangle where $k=0,1, \ldots, n$. For instance, some of the first Bernstein basis polynomials can be listed as below.

$$
\begin{aligned}
& b_{0,0}=1 \\
& b_{0,1}=1-x, b_{1,1}=x \\
& b_{0,2}=(1-x)^{2}, b_{1,2}=2 x(1-x), b_{2,2}=x^{2}, \\
& b_{0,3}=(1-x)^{3}, b_{1,3}=3 x(1-x)^{2}, b_{2,3}=3 x^{2}(1-x), b_{3,3}=x^{3} .
\end{aligned}
$$

Furthermore, the Bernstein polynomial approximates to a given function $f(x)$ is always at least as smooth as $f(x)$ is allocated uniformly in $[0,1]$ for a continuous $f(x)$ on the range $[0,1]$ as shown in Eq. (18).

$$
\lim _{n \rightarrow \infty} B_{n}(f ; x)=f(x)
$$

This expression satisfies the fundamental property of the Bernstein polynomials. On the other hand, the Szasz-Mirakyan operators are the generalizations of the Bernstein polynomials [24,25] still keeping the properties of these polynomials. These operators are defined by

$$
S_{n}(f ; x)=e^{-n x} \sum_{k=0}^{\infty} f\left(\frac{k}{n}\right) \frac{(n x)^{k}}{k!},
$$

where $x \in[0,1]$ and the function $f$ is presented in an infinite interval $R^{+}=[0, \infty)$.

## 4 Application

In the application, we show the comparison of the MARS and GGM approaches via different estimation techniques together with the Bernstein and Szasz polynomials. For the analyses of both models, we generate 500, 900 and 1000 dimensional datasets in which each gene has 20 observations. In the data generation, we arbitrarily set the off-diagonal of the precision matrix $\Theta$ to 0.9 so that the interactions between genes can be clearly observed and we generate scale-free networks [26] under the given $\Theta$ by running the huge package in the R programme. Accordingly, in the calculation based on the 1000 Monte Carlo simulations, we initially produce a network structure for the true network and generate sample datasets from this true network. Then we transform these data by the Bernstein and Szasz operators and finally, use them for modelling and inferring $\Theta$.

In modelling via MARS, every single node is implemented as a response and the remaining nodes are taken as covariates similar to the lasso regression. Hereby, we consider only main effects and eliminate all interaction terms. Then, we take into account the significant $\beta$ parameters in Eq. (5) to estimate $\Theta$. These steps are repeated until every gene $i$ explained by the remaining other genes as the lasso regression applies. Furthermore, the forward and backward steps are performed for constructing the optimal model and the GCV criterion is calculated to eliminate
overfitted coefficients. Finally, we convert the estimated $\Theta$ to the binary form. To obtain a symmetric $\Theta$, the AND rule is performed. Hereby, if the covariate $j$ for the lasso model with the response $i$ is significant as well as the covariate $j$ for the lasso model with the response $i$ is significant $(i, j=1, \ldots, p$ ), the entries of $(i, j)$ and ( $j, i$ ) pairs in the estimated $\Theta$ can be assigned as 1 in the binary form. Otherwise both entries, i.e. $(i, j)$ and $(j, i)$, are set to 0 . In biological speaking, it means that there is a relation between genes when the associated entry of $\Theta$ is 1 and there is no relation between genes when this entry equals to 0 .

On the other side, we apply GGM and estimate its model parameters via the neighborhood selection [9] and glasso methods. In GGM with the neighborhood selection method, the inference is performed by fitting the lasso regression. Whereas in modelling via GGM with the glasso method, we implement the lasso regression under the penalized likelihood function. In the application of GGM, firstly, the true precision matrix $\Theta$ is estimated and then, the estimated $\Theta$ under the transformed data via the Bernstein operators' results are compared with the findings under the non-transformed datasets. In this comparison, as stated previously, we generate 500, 900 and 1000 dimensional scale-free networks. Lastly, we repeat this process via 1000 Monte Carlo runs.

In the evaluation of the outcomes based on the underlying dimensional systems, we calculate the F-score and the precision values for the measures of accuracy by using the following expressions.

$$
\begin{equation*}
\text { Precision }=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FP}} \quad \text { and } \quad \mathrm{F} \text {-measure }=2 \frac{\text { Precision } \times \text { Recall }}{\text { Precision }+ \text { Recall }}, \tag{20}
\end{equation*}
$$

where TP denotes the true positive measures correctly identified edges. FP shows the false positive value and computes misclassified edges that have zero entries in the estimate $\Theta$. Moreover, FN presents the false negatives and measures the missclassified edges that have zero values in $\Theta$ and finally, Recall is calculated as Recall $=\mathrm{TP} /(\mathrm{TP}+\mathrm{FN})$.

From the outcomes in Tables 1 and 2, it is observed that F-measure via MARS is not computable since the recalls are indefinite, resulting in indefinite F-measure.

Table 1 Comparison of the precision and F-measure value via MARS under 1000 Monte-Carlo runs based on systems with 500, 900 and 1000 dimensional networks

| Accuracy <br> measure | Number of nodes | Only MARS | MARS with <br> bernstein | MARS with szasz |
| :--- | :--- | :--- | :--- | :--- |
| Precision | 500 | 0.0017 | 0.0012 | 0.0013 |
|  | 900 | 0.0000 | 0.0005 | 0.0007 |
|  | 1000 | 0.0000 | 0.0004 | 0.0005 |
| F-measure | 500 | 0.0029 | 0.0025 | 0.0026 |
|  | 900 | Not computable | 0.0013 | 0.0013 |
|  | 1000 | Not computable | 0.0011 | 0.0012 |

Table 2 Comparison of the precision and F-measure values via GGM estimated by the neighborhood selection (NS) and glasso methods under 1000 Monte-Carlo runs based on 500, 900 and 1000 dimensional networks

| Method | Accuracy measure | Number of nodes | Only MARS | MARS with bernstein | MARS with szasz |
| :---: | :---: | :---: | :---: | :---: | :---: |
| NS | Precision | 500 | Not computable | 0.4768 | 0.4731 |
|  |  | 900 | Not computable | 0.4679 | 0.4702 |
|  |  | 1000 | Not computable | 0.4729 | 0.4700 |
| NS | F-measure | 500 | 0.0000 | 0.0179 | 0.0173 |
|  |  | 900 | 0.0000 | 0.0092 | 0.0091 |
|  |  | 1000 | 0.0000 | 0.0227 | 0.0289 |
| glasso | Precision | 500 | Not computable | 0.5002 | 0.4995 |
|  |  | 900 | Not computable | 0.4968 | 0.4972 |
|  |  | 1000 | Not computable | 0.4951 | 0.5342 |
| glasso | F-measure | 500 | 0.0000 | 0.1201 | 0.1531 |
|  |  | 900 | 0.0000 | 0.1126 | 0.0830 |
|  |  | 1000 | 0.0000 | 0.0775 | 0.1062 |

Whereas GGM with the neighborhood selection and the glasso methods can calculate F-value successfully. Moreover, it is seen that GGM overperforms MARS under the transformed datasets. If we compare the findings of both Bernstein operators, it is seen that the Szasz polynomials are more accurate for all cases. Furthermore, F-measure and precision values decrease when the dimension increases under all conditions. Additionally, we find that the accuracy of the estimates under MARS is higher when the data are not transformed via the Bernstein operators under relatively low dimensions. But when the dimension of the system raises, the transformed data have higher F-measure for both MARS and GGM models. On the contrary, when the dimension increases, the precision value decreases too.

## 5 Conclusion

In this study, two major lasso modelling approaches suggested for the biological networks, i.e. MARS and GGM models, are compared with the Bernstein operators under the Monte Carlo simulation. In GGM, we have performed the estimation by two main methods which are GGM with the neighborhood selection and GGM with the glasso techniques. In the comparison under the multivariate normally distributed data, the network structure and its precision matrix have evaluated based on the precision and F-measures in the Monte Carlo runs. From the analyses, we have detected that MARS gives more accurate results than GGM with/without Bernstein operators under realistically complex systems. On the other hand, the transformed data via the Bernstein operators, in particular, via the Szasz polynomials, have higher
accuracy in the estimates. Therefore, we suggest that the Bernstein operators can be used to improve the accuracy under different types of lasso modelling.

As the extension of this study, we consider to perform other operator systems as the alternative of the Bernstein operators, which can specifically transform the data by taking into account their distributional features. Under such conditions, we believe that the operators based on binomial/multinomial, poisson or normal distributions can have better performance than their alternatives as they are more suitable for the description of the biochemical systems depending on the chemical master equations [27].
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# Tracking the Interface of the Diffusion-Absorption Equation: Theoretical Analysis 

Waleed S. Khedr


#### Abstract

This work is devoted to the theoretical study of the Cauchy problem for the degenerate parabolic equation of the diffusion-absorption type $u_{t}=\Delta u^{m}-a u^{q}$ with the exponents $m>1, q>0, m+q \geq 2$ and constant $a>0$. We propose an algorithm for tracking the interface in the case of arbitrary $m>1$ and $q>0$. Based on the idea of Shmarev (Nonlinear Anal 53:791-828, 2003; Progr Nonlinear Diff Eqn Appl Birkhäuser, Basel 61:257-273, 2005), we transform the moving support of the solution into a time-independent domain by means of introduction of a local system of Lagrangian coordinates. In the new coordinate system the problem converts into a system of nonlinear differential equations, which describes the motion of a continuous medium. This system is solved by means of the modified Newton method, which allows one to reduce the nonlinear problem to a sequence of linear degenerate problems. We formulate the problem in the framework of Sobolev spaces and prove the convergence of the sequence of approximate solutions to the solution of the original problem.


## 1 Introduction

In this article, our main concern is the study of the free boundary problem

$$
\left\{\begin{array}{l}
U_{t}=\Delta U^{m}-a U^{q} \quad \text { in }(0, T] \times \mathbb{R}^{n}  \tag{1}\\
U(X, 0)=U_{0}(X) \geq 0 \quad \text { in } \mathbb{R}^{n}
\end{array}\right.
$$

where $a, q>0, m>1$, are constants and $m+q \geq 2$. The solution $U(x, t)$ represents the density of some substance per unit volume and $T>0$ is a fixed interval. It is known that the solutions of problem (1) possess the property of finite speed of propagation, which means that if the support of the initial function $u_{0}$ is compact,

[^24]so is the support of the solution at every instant $t$. The a priori unknown boundary of the support is the free boundary that has to be defined together with the solution $U(x, t)$. The question of regularity of interfaces has been studied by many authors. It is shown in [1] that in the case $n=1$ the interfaces are real analytic plane curves. For the multi-dimensional case, the moving interface is shown to be a $C^{\infty}$ hypersurface in $[5,15]$.

A special approach for the study of interfaces in the one-dimensional case was proposed in $[11,12]$. In these papers the authors demonstrated the effect of different choices for the parameters $m, q$ and $a$. In the case when $q \in(0,1)$, they had shown that the right interface, which in the one dimensional case is a plane curve defined by the equality

$$
\chi(t)=\sup \{x \in \mathbb{R}: u(x, t)>0\}
$$

which is governed by the first-order differential equation

$$
\begin{equation*}
\chi^{\prime}(t)=-\frac{m}{m-1}\left(U^{m-1}\right)_{X}(\chi(t), t)+\frac{a(1-q)}{\left(U^{1-q}\right)_{X}(\chi(t), t)} \tag{2}
\end{equation*}
$$

which is a generalized version of Darcy law that relates the velocity of the particles with the system's pressure. The authors have shown that both terms on the righthand side of equation (2) are well-defined as long as the solution is not identically zero but for $m+q>2$ only one of them is different from zero. In the critical case $m+q=2$ the motion of the interface is defined by an interaction of these two terms. This interaction can be observed in the behaviour of the solution as per the deduced explicit formula in that critical case, see [14].

In the multi-dimensional case of the diffusion-absorption equation, Shmarev used the transformation to the Lagrangian coordinates and proved that the solution exists in a special weighted Hölder space and that the solution itself and the corresponding interface are real analytic in time. He also provided explicit formulas that represent the interface $\gamma(t)$ as a bijection of the initial interface $\gamma(0)$ and demonstrated the improvement of the interface regularity with respect to the spatial variables compared to the initial instant [22]. However, these results were constrained to the case of $n=1,2,3$. In [24], the author managed to eliminate that constraint by means of Helmholtz's orthogonal decomposition.

## 2 Objective

The above equation offers three main difficulties. First, it degenerates at some set of points (a hyper-surface) separating the zone where the solution is positive and the zone where the solution is identically zero. This degeneracy hides the information needed to accurately imitate the rate of vanishing of the solution, which causes any numerical simulation to fluctuate near the boundary. Multiple numerical schemes were suggested to simulate the solution of the above equation. The most remarkable
results were presented at the 80s by Mimura et al. [19, 20, 25] and Dibenedetto and Hoff [8]. The proposed schemes were based on the utilization of Darcy law to approximate the location of the interface on a finite difference grid. All these schemes were designed for the one dimensional case, moreover, even in the cases when the convergence was proven, accuracy and stability remained unsolved issues.

The second obstacle is that the support of the solution is moving, which increases the difficulty of building a mesh which nodes are located exactly where the solution vanishes. To overcome such a problem, specific methods are employed, which allow one to control the vanishing rate of the solution in order to guarantee that the solution does not go negative. These methods succeed to preserve the physical nature of the solution, however, on the account of other mathematical or even physical measures. Solving the equation using Galerkin's methods produced unstable solutions and negativity started to appear due to the fact that we can't force the interface to where the nodes are located. Cockburn, and many others, had utilized the discontinuous Galerkin method with slope limiters to overcome this problem [3, 4, 26]. However, the difficulty to choose the proper fluxes, the complication of the implementation and the inaccurate gradient due to the application of the slope limiters were negative sides of such approach. The third obstacle is the presence of the low order term which implies the loss of the mass conservation property and consequently the loss of a very important mathematical tool.

Our goal is to handle these obstacles by constructing a transformation that allow for the exact location of the interface. To overcome this difficulty we reduce the initial domain into a ring near the boundary and pose a condition on the interior surface of that ring to guarantee that it moves in a way that compensates the loss of the mass. Hence, the mass within the initial ring is conserved for all times. Then we transfer the problem from Eulerian coordinates into Lagrangian coordinates so that the moving domain is converted into a fixed one. The most interesting advantage of the transformation to Lagrangian coordinates is that we can express the position of all particles in terms of the initial state's attributes. Hence, we know the position of the particles composing the interface at each time instant. Such information can be used to build a mesh with well known surfaces and then solve the original degenerate free-boundary problem as a sequence of elliptic problems endowed with the Dirichlet boundary condition. Since we know that the solution vanishes just by construction at each of those surfaces, we need no extra control on the rate of vanishing and we guarantee that the solution preserves its physical properties in the whole domain.

This transformation yields a system of nonlinear degenerate partial differential equations that describes different attributes of the fluid motion, and one of these equations describes the position of the fluid's particles. The existence of a solution for the degenerate system was proven in weighted Hölder spaces [22, 24]. However, these spaces are not suitable for numerical purposes. We propose a simple regularization scheme for the resultant system of equations, show that this system admits a weak solution, and prove the convergence of the regularized weak solution to the exact solution in the weak sense.

## 3 Background of the Problem

In this section we summarise what had been established in [22, 24]. According to the above discussion, (1) was rewritten in the following form

$$
\left\{\begin{array}{l}
U_{t}=\Delta\left(U^{m}\right)-a U^{q} \quad \text { in } \Omega_{t} \times(0, T]  \tag{3}\\
U=0 \text { on } \Gamma_{T}, \\
U(X, 0)=U_{0}(X) \geq 0 \text { in } \bar{\Omega}_{0}
\end{array}\right.
$$

where

$$
\begin{gathered}
\Omega_{t}=\Omega(t)=\left\{X \in \mathbb{R}^{n}, t \in[0, T]: U(X, t)>0\right\} \equiv \operatorname{Supp} U(X, t), \\
\Gamma_{T}=\left\{X \in \mathbb{R}^{n}, t \in[0, T]: U(X, t)=0\right\}=\bigcup_{t \in[0, T]} \gamma_{t},
\end{gathered}
$$

and $\gamma_{t}=\gamma(t) \equiv \partial \Omega_{t} \forall t \in[0, T]$. The weak solution of problem (3) was defined in the following sense.

Definition 1 A pair $\left(U(X, t), \Gamma_{T}\right)$ is said to be a weak solution of problem (3) if:
I. $U$ is bounded, continuous, and nonnegative in $\bar{\Omega}_{t} \times(0, T]$ and $\nabla U^{m} \in L^{2}\left(\bar{\Omega}_{t} \times\right.$ $(0, T])$,
II. $\Gamma_{T}$ is a surface of class $C^{1}$,
III. for every test function $\psi \in C^{1}\left(\bar{\Omega}_{t} \times(0, T]\right)$, vanishing at $t=T$ and for all $(X, t) \in \Gamma_{T}$, the following identity holds:

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega_{t}}\left(U \psi_{t}-\nabla U^{m} . \nabla \psi-a \psi U^{q}\right) d X d t+\int_{\Omega_{0}} U_{0} \psi(X, 0) d X=0 . \tag{4}
\end{equation*}
$$

Thus a new variable was added to the problem that is $\Gamma_{T}$. The introduction of the Lagrangian coordinates generates a time-independent domain with fixed boundaries such that $\Gamma_{T}$ can be expressed as a function in the new coordinates, which then can be obtained by solving a system of differential equations on the plane of Lagrangian coordinates. However, due to the presence of the low order term, the principle of the mass conservation is no longer valid. The transformation to the Lagrangian coordinates entails a system with some fixed attribute. The author compensated the loss of the mass by reducing the domain of the problem to some annular domain near the interface. He introduced a simple-connected surface $S_{T}=\bigcup_{t \in[0, T]} s_{t}$ such that $S_{T} \subset \Gamma_{T}$ and $S_{T} \cap \Gamma_{T}=\emptyset$. He defined $\omega_{t} \subset \Omega_{t}$ as the annular domain bounded by the surfaces $\gamma_{t}$ and $s_{t}$ such that the problem's domain is $\mathscr{E}=\bigcup_{t \in[0, T]} \omega_{t}$ and $\partial \mathscr{E}=S_{T} \cup \Gamma_{T}$. Denote by $\hat{U}(X, t)$ the solution inside the annular domain. The surface $S_{T}$ is an artificial surface and it is chosen such that the following identity is
fulfilled:

$$
\begin{equation*}
\forall t \in(0, T] \int_{\omega_{t}} \hat{U}(X, t) d X=\int_{\omega_{0}} U_{0}(X) d X=\text { const. } \tag{5}
\end{equation*}
$$

Therefore a new auxiliary problem has been introduced as

$$
\left\{\begin{array}{l}
\hat{U}_{t}=\Delta\left(\hat{U}^{m}\right)-a \hat{U}^{q} \quad \text { in } \mathscr{E}  \tag{6}\\
\left.\hat{U}\right|_{S_{T}}=f_{(s)},\left.\quad \hat{U}\right|_{\Gamma_{T}}=0 \\
\hat{U}(X, 0)=U_{0}(X) \geq 0 \quad \text { in } \bar{\omega}_{0}
\end{array}\right.
$$

where $f_{(s)}$ represents the dummy values of $\hat{U}$ on the inner surface which depend mainly on our choice of the boundary conditions on that surface. As per (5), our choice of the inner surface $S_{T}$ guarantees that the mass is conserved in the new domain $\mathscr{E}$. Although this is a different problem, the author in [22, 24] proved that (6) and (3) coincide up to the motion of the boundary.

The general equation of the mass conservation is

$$
\begin{equation*}
\rho_{t}+\operatorname{div}(\rho \mathscr{V})=0, \tag{7}
\end{equation*}
$$

where $\mathscr{V}$ is the velocity of the fluid particles. Two terms define the velocity. The first is the gradient of the pressure denoted by $\hat{P}$, which is induced by the diffusive term, and the second is the gradient of some artificial pressure $\hat{\Pi}$ induced by the low order term, such that

$$
\begin{equation*}
\mathscr{V}=-\nabla \hat{P}+\nabla \hat{\Pi}, \tag{8}
\end{equation*}
$$

where,

$$
\begin{equation*}
\hat{P}=\frac{m}{m-1} \hat{U}^{m-1}, \quad P_{0}=\frac{m}{m-1} U_{0}^{m-1}, \tag{9}
\end{equation*}
$$

and $\hat{\Pi}$ is the solution of the following degenerate elliptic problem:

$$
\left\{\begin{array}{l}
\operatorname{div}(\hat{U} \nabla \hat{\Pi})=a \hat{U}^{q} \quad \text { in } \mathscr{E},  \tag{10}\\
\hat{\Pi}=0 \text { on } \partial \mathscr{E},
\end{array}\right.
$$

given that $\pi_{0}$ be the solution of the degenerate elliptic problem at the initial instant such that

$$
\left\{\begin{array}{l}
\operatorname{div}\left(U_{0} \nabla \pi_{0}\right)=a U_{0}^{q} \quad \text { in } \mathscr{E},  \tag{11}\\
\pi_{0}=0 \text { on } \partial \mathscr{E} .
\end{array}\right.
$$

The mechanical problem of the fluid flow until now is described in terms of functions that depend on the time and on a Cartesian coordinate system not connected with the flow. As in $[6,7,13,22,24]$ an alternative description was given by transforming the system into geometrical Lagrangian coordinates so that all the functions characterizing the motion became dependent on the initial positions of the particles
and the time as a parameter. The cylinder $Q$ with fixed lateral boundaries was defined as

$$
Q=\omega_{0} \times[0, T], \partial Q=\partial \omega_{0} \times[0, T] .
$$

Let us denote the initial positions by $\eta$. In this way, the positions of the particles at any instant $t$ are

$$
X=x(\eta, t), \quad \eta \in \overline{\omega_{0}}
$$

and consequently $\hat{U}[x(\eta, t), t]=\hat{u}(\eta, t)$ is the density corresponding to that particle, $\hat{P}[x(\eta, t), t]=\hat{p}(\eta, t)$ and $\hat{\Pi}[x(\eta, t), t]=\hat{\pi}(\eta, t)$ are the functions representing the pressure, and $\mathscr{V}[x(\eta, t), t]=\mathrm{v}(\eta, t)$ is the velocity of that particle. We may then write the trajectory equation as

$$
\left\{\begin{array}{l}
x_{t}(\eta, t)=\mathrm{v}(\eta, t)=-\nabla_{x} \hat{p}(\eta, t)+\nabla_{x} \hat{\pi}(\eta, t),  \tag{12}\\
x(\eta, 0)=\eta, \quad \eta \in \overline{\omega_{0}} .
\end{array}\right.
$$

Let $J=\left[J_{i j}\right]$ be the Jacobi matrix of the mapping $\eta \rightarrow x(\eta,$.$) such that$

$$
\left\{\begin{array}{l}
J_{i j}=\frac{\partial x_{i}}{\partial \eta_{j}}, \quad i, j=1,2 \\
|J| \equiv \operatorname{det}\left(\frac{\partial x}{\partial \eta}\right) \\
\frac{d|J|}{d t}=|J| \text { div }_{x} \mathscr{V}[x, t], \quad \text { (Cauchy identity). }
\end{array}\right.
$$

The Lagrangian version of the mass conservation law was deduced to be:

$$
\frac{d}{d t}(\hat{U}|J|)=0
$$

or equivalently

$$
\begin{equation*}
\hat{U}[x, t]|J|=\hat{u}(\eta, t)|J|=\hat{u}(\eta, 0)=U_{0} \quad \text { in } \bar{Q} \tag{13}
\end{equation*}
$$

The analysis in [24] leads to the following system on the plane of Lagrangian coordinates:

$$
\left\{\begin{array}{l}
\operatorname{div}_{\eta}\left(J \nabla_{\eta} \hat{v}_{t}\right)+\Delta_{\eta}(\hat{p}-\hat{\pi})=0, \quad \text { in } Q  \tag{14}\\
\hat{p}|J|^{m-1}=P_{0} \text { in } \bar{Q}, \\
\operatorname{div}_{\eta}\left(U_{0}\left(J^{-1}\right)^{2} \nabla_{\eta} \hat{\pi}\right)=a U_{0} \hat{u}^{q-1} \quad \text { in } Q \\
\hat{v}(\eta, 0)=0, \hat{\pi}(\eta, 0)=\pi_{0}(\eta), \text { and } \\
\hat{p}(\eta, 0)=P_{0}(\eta) \text { in } \overline{\omega_{0}}, \\
\hat{p}=0 \text { on } \gamma_{0} \times[0, T] \text { and } \hat{v}=\hat{\pi}=0 \text { on } \partial Q
\end{array}\right.
$$

Solving the above system to obtain the triad solution $(\hat{v}, \hat{p}, \hat{\pi})$ enables us to calculate the motion of the interface in a direction normal to the initial interface by the formula

$$
\begin{equation*}
x=\eta+\nabla_{\eta} \hat{v} \quad \text { in } \bar{Q}, \tag{15}
\end{equation*}
$$

which is our target. The ability to solve the nonlinear system (14) and recovering the position of the particles $x$ provides us with the necessary information to locate the interface $\Gamma_{T}$ of (3). We need not worry about the solution or the motion of the particles in the rest of the domain $\mathscr{E}$. We only use the information we have regarding the position of the interface to solve (3) (which is equivalent to (1)) as a boundaryvalue problem with zero boundary condition on $\Gamma_{T}$, which is already defined.

The nonlinear system (14) is to be solved by means of an abstract version of the modified Newton method. Let us consider the three equations in (14) as the arguments of the functional equation $\mathscr{F}(\hat{z}) \equiv\left\{\mathscr{F}_{1}(\hat{z}), \mathscr{F}_{2}(\hat{z}), \mathscr{F}_{3}(\hat{z})\right\}$, where $\hat{z}=\{\hat{v}, \hat{p}, \hat{\pi}\}$. In the modified Newton method the differential of $\mathscr{F}$ is calculated once at the initial state. The solution is obtained then as the limit of the sequence

$$
\begin{equation*}
\hat{z}_{n+1}=\hat{z}_{n}-\left[\mathscr{G}\left(\hat{z}_{0}\right)\right]^{-1}\left\langle\mathscr{F}\left(\hat{z}_{n}\right)\right\rangle \tag{16}
\end{equation*}
$$

where in this case the operator $\mathscr{G}\left(\hat{z}_{0}\right)\langle z\rangle$ is the Frechét derivative of $\mathscr{F}$ at the initial instant $\hat{z}_{0}=\left\{0, P_{0}, \pi_{0}\right\}$ and $z=\{v, p, \pi\}$ is the correction at each iteration. If the Frechét derivative is well defined at the initial instant and is Lipschitz-continuous, then it coincides with the Gateaux differential. More details regarding the Newton method and the modified Newton method can be found in [16].
Theorem 2 Let $\mathscr{X}$ and $\mathscr{Y}$ be Banach spaces and assume that:
I. the operator $\mathscr{F}: \mathscr{X} \mapsto \mathscr{Y}$ admits a strong Frechét derivative $\mathscr{G}$ in a ball $\mathscr{B}_{r}(0) \subset \mathscr{X}$ of radius $r>0$,
II. the differential $\mathscr{G}(\hat{z}): \mathscr{X} \mapsto \mathscr{Y}$ is Lipschitz continuous in $\mathscr{B}_{r}(0)$

$$
\begin{equation*}
\left\|\mathscr{G}\left(\hat{z}_{2}\right)-\mathscr{G}\left(\hat{z}_{1}\right)\right\| \leq L\left\|\hat{z}_{2}-\hat{z}_{1}\right\|, L=\text { const } \tag{17}
\end{equation*}
$$

III. there exists an inverse operator $\left[\mathscr{G}\left(\hat{z}_{0}\right)\right]^{-1}$ such that

$$
\begin{equation*}
\left\|\left[\mathscr{G}\left(\hat{z}_{0}\right)\right]^{-1}\right\|=M \text { and }\left\|\left[\mathscr{G}\left(\hat{z}_{0}\right)\right]^{-1}\left\langle\mathscr{F}\left(\hat{z}_{0}\right)\right\rangle\right\|=K \tag{18}
\end{equation*}
$$

Then, if $\lambda=M K L<\frac{1}{4}$, the equation $\mathscr{F}(\hat{z})=0$ has a unique solution $\hat{z}^{*}$ obtained as the limit of the sequence in (16), $\hat{z}^{*} \in \mathscr{B}_{K h_{0}}(0)$, where $h_{0}$ is the least root of the equation $\lambda h^{2}-h+1=0$.

In our case, $\mathscr{X}$ and $\mathscr{Y}$ are Sobolev spaces such that

$$
\mathscr{X}=\left\{\hat{v} \in L^{2}\left(0, T ; H^{4}\left(\omega_{0}\right)\right), \hat{\pi} \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right), \hat{p} \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)\right\}
$$

and

$$
\mathscr{Y}=\left\{f \in L^{\infty}\left(0, T ; H^{2}\left(\omega_{0}\right)\right), \Phi \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right), H \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)\right\}
$$

The ball $\mathscr{B}_{r}(0)$ is defined as $\mathscr{B}_{r}(0):=\left\{(\hat{v}, \hat{\pi}, \hat{p}):\|\hat{v}\|+\left\|\hat{\pi}-\pi_{0}\right\|+\| \hat{p}-\right.$ $\left.P_{0} \|<r\right\}$. In $[22,24]$ the modified Newton method was used in the scale of weighted Hölder spaces. For more details regarding the weighted Hölder spaces, see [15, 2224]. If we follow the linearization techniques introduced in [22, 24] we get the following linearized system:

$$
\left\{\begin{array}{l}
v_{t}-(m-1) P_{0} \Delta v=f+\pi-\Phi \text { in } Q,  \tag{19}\\
\operatorname{div}\left(U_{0} \nabla \pi-2 U_{0} D^{2}(v) . \nabla \pi_{0}\right)-a(1-q) U_{0}^{q} \Delta v=H \text { in } Q, \\
v=\pi=0 \text { on } \partial Q .
\end{array}\right.
$$

We get the corrections $z$ at each iteration by solving the system of linear equations in (19) given that all the assumptions posed in [21-24] are fulfilled. Yet, the weighted Hölder spaces are not suitable for finite element implementation. Hence, in the rest of this article we try to obtain the same results in some spaces more fit to the numerical implementation.

## 4 Regularization

We recall the definition of uniform elliptic and parabolic equations from [10, 17, 18]. The stated condition in these definitions is not only important to define a uniform equation, it is also a necessary condition for implementing a stable finite element scheme. In the linearized system (19), this condition is not satisfied neither for the elliptic equation nor for the parabolic one due to the degeneracy. Next, we explain how to satisfy the requirements for a stable finite element implementation.

### 4.1 Reduction to a Sequence of Linear Problems

Let us introduce the new functions $w$ as a solution of the regularized parabolic equation and $s$ as a solution for the regularized elliptic one, and introduce two small parameters $\delta>0$ and $\mu>0$ such that $P_{0 \delta}=P_{0}+\delta$ and $P_{0 \mu}=P_{0}+\mu$. Denote $\alpha=m+q-2 \geq 0$ and $C_{m}=(m-2) /(m-1)$. We introduce also the following general assumptions
(A1) $\partial \omega_{0}$ is of class $C^{2}$.
(A2) $U_{0} \in C^{2}\left(\bar{\omega}_{0}\right)$.
(A3) $P_{0} \in C^{1}\left(\bar{\omega}_{0}\right), \nabla P_{0} \in C^{0}\left(\bar{\omega}_{0}\right)$, and $\Delta P_{0} \in L^{\infty}\left(\bar{\omega}_{0}\right)$.
(A4) The annular domain is chosen initially such that $-C_{0} \leq \Delta P_{0} \leq-M_{0}$ a.e. in $\bar{\omega}_{0}$.
(A5) There exists some constant $0<v<1$ such that $v<|J|<v^{-1}$.

We introduce the regularized parabolic equation

$$
\left\{\begin{array}{l}
w_{t}-(m-1) P_{0 \mu} \Delta w=f-\Phi+s \text { in } Q  \tag{20}\\
w(\eta, 0)=0 \\
w=0 \text { on } \partial Q
\end{array}\right.
$$

We define $p$ as

$$
\begin{equation*}
p=\Phi-(m-1) P_{0} \Delta w \quad \text { in } Q . \tag{21}
\end{equation*}
$$

Finally, we introduce the regularized elliptic equation

$$
\left\{\begin{array}{l}
\operatorname{div}\left(P_{0 \delta} \nabla s\right)-C_{m} \nabla P_{0} \nabla s=\operatorname{div}\left(2 P_{0} D^{2}(w) \nabla s_{0}\right)-2 C_{m} \nabla P_{0} D^{2}(w) \nabla s_{0}  \tag{22}\\
+a(1-q) U_{0}^{\alpha} \Delta w+U_{0}^{m-2} H \text { in } Q \\
s=0 \text { on } \partial Q
\end{array}\right.
$$

where $s_{0}$ is the solution of

$$
\left\{\begin{array}{l}
\operatorname{div}\left(P_{0 \delta} \nabla s_{0}\right)-C_{m} \nabla P_{0} \nabla s_{0}=a U_{0}^{\alpha} \quad \text { in } \omega_{0},  \tag{23}\\
s_{0}=0 \text { on } \partial \omega_{0} .
\end{array}\right.
$$

Therefore, the solution of the nonlinear system is obtained as the limit of the sequence

$$
\hat{w}_{n+1}=\hat{w}_{n}-w \text { and } \hat{s}_{n+1}=\hat{s}_{n}-s, \quad \text { for } n=0,1,2, \ldots
$$

Consequently, the position of the interface is obtained by

$$
\begin{equation*}
y=\eta+\nabla \hat{w} \tag{24}
\end{equation*}
$$

For every $\delta, \mu>0$, the existence of a unique weak solution of the elliptic and the parabolic equations follows directly from the standard theories, review [10, 17, 18]. However, we need to investigate the effect of these small parameters on the solution and also we need to prove the convergence of this approach to the degenerate case when $\delta, \mu \rightarrow 0$. In order to perform this we need to pose an extra condition which is $\nabla P_{0} \neq 0$ on $\partial Q$. This condition was necessary to prove the existence of a solution for the degenerate linear system in weighted Hölder spaces, see [22, 24].

Notation: Sometimes we will use the notation $L^{p}(Q)$ to shorten $L^{p}\left(0, T ; L^{p}\left(\omega_{0}\right)\right)$.

### 4.2 Linear Elliptic Equations

The solution of the elliptic equation (23) is understood in the following sense.

Definition 3 The function $s_{0}(\eta)$ is said to be a weak solution of the regularized problem (23) if it satisfies the following conditions:
I. $s_{0} \in H^{2}\left(\omega_{0}\right) \cap H_{0}^{1}\left(\omega_{0}\right)$,
II. for any test function $\psi(\eta) \in H_{0}^{1}\left(\omega_{0}\right)$ the following identity holds:

$$
\begin{equation*}
\int_{\omega_{0}}\left(P_{0 \delta} \nabla s_{0} \nabla \psi+C_{m} \nabla P_{0} \nabla s_{0} \psi+U_{0}^{\alpha} \psi\right) d \eta=0 . \tag{25}
\end{equation*}
$$

By assumption A3, $P_{0}$ and $\nabla P_{0}$ are continuous and bounded functions in $\bar{\omega}_{0}$. Moreover, $P_{0 \delta} \geq \delta>0$ and $U_{0}^{\alpha} \in L^{2}\left(\omega_{0}\right)$ since it is a continuous function as per assumption A2. Hence, problem (23) has a weak solution $s_{0} \in H^{2}\left(\omega_{0}\right)$. For more details regarding solutions of linear uniformly elliptic equations, review [10, 17].

Lemma 4 If assumptions (A2) and (A4) are fulfilled, then

$$
\begin{equation*}
\left\|s_{0}\right\|_{L^{2}\left(\omega_{0}\right)}^{2}+\delta\left\|\nabla s_{0}\right\|_{L^{2}\left(\omega_{0}\right)}^{2} \leq C, \tag{26}
\end{equation*}
$$

where $C$ is a constant that does not depend on $\delta$.
Proof Multiply equation (23) by $s_{0}$ and integrate by parts over $\omega_{0}$, apply Green's theorem, use assumption A4 and Cauchy's inequality, and use the fact that $P_{0 \delta} \geq \delta$ to get the required result.

Lemma 5 Suppose that assumptions (A2) and (A3) are fulfilled. Then

$$
\begin{equation*}
\left\|\Delta s_{0}\right\|_{L^{2}\left(\omega_{0}\right)} \leq C \delta^{-\frac{3}{2}}, \tag{27}
\end{equation*}
$$

where $C$ is a constant that does not depend on $\delta$.
Proof Let us rewrite the elliptic equation in the form

$$
P_{0 \delta} \Delta s_{0}=a U_{0}^{\alpha}-\frac{1}{m-1} \nabla P_{0} \nabla s_{0} .
$$

Square and integrate both sides, use assumption $\mathbf{A 3}$ and the fact that $P_{0 \delta} \geq \delta$ then utilize Hölder's inequality and estimate (26) to obtain the above result.

Theorem 6 Suppose that $s_{0}$ is the solution of the regularized problem (23) and $\pi_{0}$ is the solution of the degenerate problem (11). If assumptions (A1-A4) are fulfilled, then for some $0<\beta<\infty$, we have the estimates

$$
\begin{equation*}
\left\|\pi_{0}-s_{0}\right\|_{L^{\beta}\left(\omega_{0}\right)}^{\beta} \leq C \delta^{\frac{1}{4}}, \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\nabla \pi_{0}-\nabla s_{0}\right\|_{L^{2}\left(\omega_{0}\right)}^{2} \leq C \delta^{\frac{1}{4}}, \tag{29}
\end{equation*}
$$

where $C$ is a constant that does not depend on $\delta$.
Proof We use the technique of [2, 9]. First we need to highlight that the transformation of the initial elliptic equation (11) into the plane of Lagrangian coordinates will generate the same equation, since initially $J=I$, where $I$ is the identity matrix. Let us multiply each of the Eqs. (11) and (23) by an arbitrary test function $\psi$ that satisfies the conditions of Definition 3, integrate by parts, subtract and apply Green's theorem to get

$$
\begin{equation*}
\int_{\omega_{0}}\left(e P_{0} \Delta \psi+\left(1+C_{m}\right) e \nabla P_{0} \nabla \psi+C_{m} e \Delta P_{0} \psi\right) d \eta=\int_{\omega_{0}} \delta s_{0} \Delta \psi d \eta, \tag{30}
\end{equation*}
$$

where $e=\pi_{0}-s_{0}$.
Let us introduce the following linear uniform elliptic equation

$$
\left\{\begin{array}{l}
\left(P_{0}+\epsilon\right) \Delta y+\left(1+C_{m}\right) \nabla P_{0} \nabla y+C_{m} \Delta P_{0} y=h \text { in } \omega_{0}  \tag{31}\\
y=0 \text { on } \partial \omega_{0},
\end{array}\right.
$$

where $\epsilon>0$ is a constant, $h$ is an arbitrary function, and both will be defined later. If $h \in L^{2}\left(\omega_{0}\right)$ and assumptions (A3) and (A4) are fulfilled, then there exists a unique solution $y \in H^{2}\left(\omega_{0}\right)$, review [10, 17]. We multiply (31) by $y$ and integrate by parts, we use Green's theorem, assumption A4, Cauchy's inequality, and the assumption that $h \in L^{2}\left(\omega_{0}\right)$ to conclude

$$
\begin{equation*}
\epsilon\|\nabla y\|_{L^{2}\left(\omega_{0}\right)}^{2}+C\|y\|_{L^{2}\left(\omega_{0}\right)}^{2} \leq C . \tag{32}
\end{equation*}
$$

Now, taking for $\psi$ the solution of (31) and plugging it into (30), we obtain

$$
\int_{\omega_{0}} e h d \eta \leq \int_{\omega_{0}} \delta\left|\nabla s_{0} \cdot \nabla \psi\right| d \eta+\int_{\omega_{0}} \epsilon|\nabla e \cdot \nabla \psi| d \eta
$$

Applying Hölder's inequality to both terms on the right-hand side, using estimates (26) and (32), and choosing $\epsilon=\delta^{\frac{1}{2}}$ yields

$$
\begin{equation*}
\int_{\omega_{0}} e h d \eta \leq C_{1} \delta^{\frac{1}{4}}+C_{2} \delta^{\frac{1}{4}}\|\nabla e\|_{L^{2}\left(\omega_{0}\right)} . \tag{33}
\end{equation*}
$$

It remains to make a proper choice of $h$ which guarantees that $h \in L^{2}\left(\omega_{0}\right)$. The degenerate problem (11) has a solution in the weighted Hölder spaces and this solution and its first two derivatives are bounded point-wise [22]. Moreover, the regularized problem (23) has a weak solution that belongs to $H^{2}\left(\omega_{0}\right)$, review [10, 17]. Therefore, we have $e, \Delta e \in L^{2}\left(\omega_{0}\right)$. Choose $h=\Delta e$, substitute it in (33)
and consider the estimates of Lemmas 4 and 5 to obtain $\|\nabla e\|_{L^{2}\left(\omega_{0}\right)} \leq C \delta^{\frac{1}{8}}$. This is the second result of the theorem. The first result follows by setting $h=e^{\beta-1}$ with some power $0<\beta<\infty$, thus $\|e\|_{L^{\beta}\left(\omega_{0}\right)}^{\beta} \leq C_{1} \delta^{\frac{1}{4}}+C_{2} \delta^{\frac{3}{8}} \leq C \delta^{\frac{1}{4}}$.

Corollary 7 If assumptions (A1-A4) are fulfilled, then $s_{0} \in H^{2}\left(\omega_{0}\right) \cap H_{0}^{1}\left(\omega_{0}\right)$. In particular, $s_{0} \in C^{1, \gamma}\left(\bar{\omega}_{0}\right)$ for some $0<\gamma<1$, and we have the estimate

$$
\begin{equation*}
\left\|\nabla s_{0}\right\|_{L^{\infty}\left(\omega_{0}\right)} \leq\left\|s_{0}\right\|_{H^{2}\left(\omega_{0}\right)} \leq C \delta^{-\frac{3}{2}}, \tag{34}
\end{equation*}
$$

where $C$ is a constant that depends on $U_{0}, m, q$, and the geometry but not on $\delta$.
Proof The assertion follows from Sobolev Embedding Theorem, the definition of Sobolev norm, and the estimates (26) and (27). For more details, review Sobolev spaces in [10].

Now, let us consider the elliptic equation

$$
\left\{\begin{array}{l}
\operatorname{div}\left(P_{0 \delta} \nabla s\right)-C_{m} \nabla P_{0} \nabla s=g \text { in } Q,  \tag{35}\\
s=0 \text { on } \partial Q .
\end{array}\right.
$$

with an arbitrary function $g \in L^{2}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)$. The solution $s(\eta, t)$ is a function of the variables $\eta$ and depends on $t$ as a parameter. The solution of the above elliptic equation is understood in the following sense.

Definition 8 The function $s(\eta, t)$ is said to be a weak solution of the regularized Eq. (35) if it satisfies the following conditions:
I. $s \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right) \cap L^{2}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right)$,
II. for any test function $\psi \in L^{2}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right)$ the following identity holds:

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\omega_{0}} P_{0 \delta} \nabla s \nabla \psi+C_{m} \nabla P_{0} \nabla s \psi+g \psi d \eta d t=0, \forall t_{0} \leq t_{1}<t_{2} \leq T \tag{36}
\end{equation*}
$$

Since $P_{0 \delta} \geq \delta>0, P_{0}$ and $\nabla P_{0}$ are bounded and continuous functions in $\bar{\omega}_{0}$ as per condition A3, then for every $g \in L^{2}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)$ problem (35) has a weak solution $s \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)$. For almost every $t \in(0, T)$ the solution belongs to $H^{2}\left(\omega_{0}\right)$, the inclusion $s \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)$ follows by integrating the spatial estimate with respect to the time over $(0, T)$. For more details regarding solutions of linear uniformly elliptic equations, review [10, 17].

Corollary 9 Suppose that assumption (A1-A4) are fulfilled, then

$$
\begin{equation*}
\delta\|\nabla s\|_{L^{2}(Q)}^{2}+C\|s\|_{L^{2}(Q)}^{2} \leq C_{1}\|g\|_{L^{2}(Q)}^{2}, \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\Delta s\|_{L^{2}(Q)} \leq C_{2} \delta^{-\frac{3}{2}}\|g\|_{L^{2}(Q)} \tag{38}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constants that do not depend on $\delta$.
Proof Using identical arguments to those used for the initial elliptic equation, we conclude that for each $t \in(0, T]$ we have the estimates

$$
\delta\|\nabla s(\eta, t)\|_{L^{2}\left(\omega_{0}\right)}^{2}+C\|s(\eta, t)\|_{L^{2}\left(\omega_{0}\right)}^{2} \leq\|g(\eta, t)\|_{L^{2}\left(\omega_{0}\right)}^{2},
$$

and

$$
\delta^{2}\|\Delta s(\eta, t)\|_{L^{2}\left(\omega_{0}\right)}^{2} \leq \delta^{-1}\|g(\eta, t)\|_{L^{2}\left(\omega_{0}\right)}^{2} .
$$

Integrating these estimates with respect to $t$ completes the proof.
Corollary 10 Suppose that $s$ is the solution of the regularized problem (35) and $\pi$ is the solution of the degenerate problem (41). If assumptions (A1-A4) are fulfilled, then for some $0<\beta<\infty$ we have the estimates

$$
\begin{equation*}
\|\pi-s\|_{L^{\beta}(Q)}^{\beta} \leq C \delta^{\frac{1}{4}}\|g\|_{L^{2}(Q)}, \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\nabla \pi-\nabla s\|_{L^{2}(Q)}^{2} \leq C \delta^{\frac{1}{4}}\|g\|_{L^{2}(Q)}, \tag{40}
\end{equation*}
$$

where $C$ is a constant that does not depend on $\delta$.
Proof Consider the degenerate elliptic equation

$$
\left\{\begin{array}{l}
\operatorname{div}\left(P_{0} \nabla \pi\right)-C_{m} \nabla P_{0} \nabla \pi=g \text { in } Q,  \tag{41}\\
\pi=0 \text { on } \partial Q,
\end{array}\right.
$$

and follow the proof of Theorem 26.
Corollary 11 If assumptions (A1-A4) are fulfilled, then $s \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right) \cap$ $L^{2}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right)$. In particular, $s \in L^{2}\left(0, T ; C^{1, \gamma}\left(\bar{\omega}_{0}\right)\right)$ for some $0<\gamma<1$, and we have the estimate

$$
\begin{equation*}
\|s\|_{L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)} \leq C \delta^{-\frac{3}{2}}\|g\|_{L^{2}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)}, \tag{42}
\end{equation*}
$$

where $C$ is a constant that does not depend on $\delta$.
Proof Consider Sobolev Embedding Theorem, the definition of Sobolev norm, and the estimates of Corollary 9. For more details, review Sobolev spaces in [10].

### 4.3 Linear Parabolic Equation

Consider the regularized parabolic problem

$$
\left\{\begin{array}{l}
w_{t}-(m-1) P_{0 \mu} \Delta w=\tilde{f} \text { in } Q  \tag{43}\\
w(\eta, 0)=0 \\
w=0 \text { on } \partial Q
\end{array}\right.
$$

where $\tilde{f}$ is some arbitrary function. We will assume for now that

$$
\tilde{f} \in L^{\infty}\left(0, T ; H^{2}\left(\omega_{0}\right)\right) \cap L^{\infty}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right)
$$

The solution of problem (43) is understood in the following sense.
Definition 12 The function $w(\eta, t)$ is said to be a weak solution of the regularized problem (43) if it satisfies the following conditions:
I. $w \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right) \cap L^{2}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right)$,
II. for any test function $\psi(\eta, t)$, vanishing at $t=T$ and satisfying the conditions

$$
\psi \in L^{2}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right), \psi_{t} \in L^{2}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)
$$

the following identity holds:

$$
\begin{align*}
& \int_{t_{1}}^{t_{2}} \int_{\omega_{0}}\left((m-1)\left(P_{0 \mu} \nabla w \nabla \psi+\nabla P_{0} \nabla w \psi\right)-\left(w \psi_{t}+\tilde{f} \psi\right)\right) d \eta d t=0  \tag{44}\\
& \forall t_{0} \leq t_{1}<t_{2} \leq T
\end{align*}
$$

Since $P_{0 \mu} \geq \mu>0$ and it is a continuous and bounded function in $\bar{\omega}_{0}$ as per condition A3, then for every $\tilde{f} \in L^{2}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)$ there exists a solution $w \in$ $L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)$. For more details regarding solutions of linear uniformly parabolic equations, review [10, 18].

Lemma 13 Suppose (A1), (A3) and (A4) are fulfilled and $\tilde{f} \in L^{\infty}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)$. Then

$$
\begin{equation*}
\max _{0<t \leq T}\|w(\eta, t)\|_{L^{2}\left(\omega_{0}\right)}^{2}+\mu\|\nabla w\|_{L^{2}(Q)}^{2} \leq C T\|\tilde{f}\|_{L^{\infty}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)}^{2} \tag{45}
\end{equation*}
$$

where $C$ is a constant that does not depend on $\mu$ nor $T$.
Proof Let us multiply (43) by $w$ and integrate by parts over $\omega_{0}$, apply Green's theorem, use assumption A4, and apply Cauchy's inequality. Then, integrate the result over the interval $(0, t)$, use the facts that $P_{0 \mu} \geq \mu$ and $w(\eta, 0)=0$, and the assumption that $\tilde{f} \in L^{\infty}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)$ to obtain the required result.

Lemma 14 Suppose that assumptions (A1), (A3) and (A4) are fulfilled and $\tilde{f} \in$ $L^{\infty}\left(0, T ; H^{2}\left(\omega_{0}\right)\right) \cap L^{\infty}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right)$. Then,

$$
\begin{equation*}
\max _{0<t \leq T}\|\nabla w(\eta, t)\|_{L^{2}\left(\omega_{0}\right)}^{2}+\mu\|\Delta w\|_{L^{2}(Q)}^{2} \leq C \mu^{-1} T\|\tilde{f}\|_{L^{\infty}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)}^{2} \tag{46}
\end{equation*}
$$

where $C$ is a constant that does not depend on $\mu$ nor $T$.
Proof Since $\tilde{f} \in L^{\infty}\left(0, T ; H^{2}\left(\omega_{0}\right)\right) \cap L^{\infty}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right)$, then by virtue of [10, Sect.7.1, Theorem 6], problem (43) has a weak solution $w \in L^{2}\left(0, T ; H^{4}\left(\omega_{0}\right)\right)$. We apply the Laplace operator to both sides of (43) and we use the initial and the boundary conditions of $w$ to conclude the problem

$$
\left\{\begin{array}{l}
\Delta w_{t}-(m-1) \Delta\left(P_{0 \mu} \Delta w\right)=\Delta \tilde{f} \text { in } Q \\
\Delta w(\eta, 0)=0 \\
\Delta w=0 \text { on } \partial Q
\end{array}\right.
$$

Note that the boundary condition ( $\Delta w=0$ on $\partial Q$ ) follows from the boundary conditions of problem (43) on both $w$ and $\tilde{f}$. If we consider solving the above problem to obtain $\Delta w$, then by virtue of [10, Sect. 7.1, Theorem 5], the above problem has a weak solution $\Delta w \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right) \cap L^{2}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right)$. Hence $\Delta w$ satisfies the conditions of Definition 12 for test functions. We multiply (43) by $\Delta w$ and integrate by parts over $\omega_{0}$, we recall that $P_{0 \mu} \geq \mu$ and $\nabla w(\eta, 0)=0$, and we use Cauchy's inequality then we integrate over the interval $(0, t)$ to obtain the result.

Lemma 15 Suppose that assumptions (A1), (A3) and (A4) are fulfilled and $\tilde{f} \in$ $L^{\infty}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)$. Then,

$$
\begin{equation*}
\left\|w_{t}\right\|_{L^{2}(Q)} \leq C \mu^{-1} T^{\frac{1}{2}}\|\tilde{f}\|_{L^{\infty}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)} \tag{47}
\end{equation*}
$$

where $C$ is a constant that does not depend on $\mu$ nor $T$.
Proof Write (43) in the form

$$
w_{t}=\tilde{f}+(m-1) P_{0 \mu} \Delta w .
$$

Square and integrate both sides over $Q$, use the assumptions on $\tilde{f}$ and $P_{0}$, recall estimate (46), and utilize Hölder's inequality to get the required result.

Let us consider the degenerate parabolic equation in (19) combined with $\tilde{f}$ as the right hand side such that

$$
\left\{\begin{array}{l}
v_{t}-(m-1) P_{0} \Delta v=\tilde{f} \text { in } Q,  \tag{48}\\
v(\eta, 0)=0, \\
v=0 \text { on } \partial Q
\end{array}\right.
$$

Theorem 16 Suppose that $w$ is the solution of the regularized problem (43) and $v$ is the solution of the degenerate problem (48). If the assumptions (A1-A4) are fulfilled and $\tilde{f} \in L^{\infty}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)$, then

$$
\begin{equation*}
\|v-w\|_{L^{\beta}(Q)}^{\beta} \leq C \mu^{\frac{1}{2}} T^{\frac{1}{4}}\|\tilde{f}\|_{L^{\infty}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)}, \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\nabla v-\nabla w\|_{L^{2}(Q)}^{2} \leq C \mu^{\frac{1}{2}} T^{\frac{1}{4}}\|\tilde{f}\|_{L^{\infty}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)} \tag{50}
\end{equation*}
$$

where $C$ is a constant that does not depend on $\mu$ nor $T$.
Proof Multiply (43) and (48) by the same test function $\psi$ that satisfies the conditions of Definition 12, subtract, and follow the technique used in the proof of Theorem 6.

Corollary 17 If assumptions (A1-A4) arefulfilled and $\tilde{f} \in L^{\infty}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)$, then $w \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right) \cap L^{2}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right)$.

Corollary 18 If assumptions (A1-A4) are fulfilled and $\tilde{f} \in L^{\infty}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)$, then $w \in L^{2}\left(0, T ; H^{4}\left(\omega_{0}\right)\right) \cap L^{2}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right)$. In particular, $w \in C\left(0, T ; C^{2, \gamma}\left(\bar{\omega}_{0}\right)\right)$ and $\Delta w \in C\left(0, T ; C^{0, \alpha}\left(\bar{\omega}_{0}\right)\right)$ for some $0<\gamma, \alpha<1$, and we have the estimate

$$
\begin{equation*}
\|w\|_{L^{2}\left(0, T ; H^{4}\left(\omega_{0}\right)\right)} \leq C \mu^{-\frac{3}{2}} T\|\Delta \tilde{f}\|_{L^{\infty}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)} \tag{51}
\end{equation*}
$$

where $C$ is a constant that does not depend on $\mu$ nor $T$.
Proof Let us apply the Laplace operator to (43) to get

$$
\Delta w_{t}-(m-1) \Delta\left(P_{0 \mu} \Delta w\right)=\Delta \tilde{f}
$$

Let $\tilde{w}=\Delta w$. Hence, we obtain

$$
\left\{\begin{array}{l}
\tilde{w}_{t}-(m-1) \Delta\left(P_{0 \mu} \tilde{w}\right)=\Delta \tilde{f} \text { in } Q  \tag{52}\\
\tilde{w}(\eta, 0)=\Delta w(\eta, 0)=0 \\
\tilde{w}=\Delta w=0 \quad \text { on } \partial Q
\end{array}\right.
$$

By assumption $\tilde{f}, \Delta \tilde{f} \in L^{\infty}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)$. Consequently, this equation has a weak solution $\tilde{w} \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right) \cap L^{2}\left(0, T ; H_{0}^{1}\left(\omega_{0}\right)\right)$, review [10, 18]. But $\tilde{w}=\Delta w$ which implies the result. To obtain the estimate we follow the proofs of Lemmas 13, 14 and 15. The Hölder continuity of $w$ and $\Delta w$ with respect to the time and the spatial follows by virtue of [10, Sect. 5.6, Theorem 6] (Sobolev Embedding Theorem) and [10, Sect. 5.9, Theorem 4].

Corollary 19 For a sufficiently small time interval $T$, the Jacobian $|J|$ is separated away from zero and infinity.

Proof The Jacobian $|J|$ is defined as

$$
|J|=\left|I+D^{2}(w)\right|
$$

Corollary 18 asserts the Hölder continuity of $\Delta w$, which implies the boundedness of the components of $|J|$ at a.e. $t \in(0, T]$. Moreover, initially $|J|=1$ and since the estimate provided in the same corollary depends on $T$, then for sufficiently small time interval we guarantee that $|J|$ is separated away from zero.

### 4.4 Existence of a Solution

Up to this point we were investigating the set of equations that represents the inverse of the operator $\mathscr{G}\left(\hat{z}_{0}\right)$. According to our definition of the operator $\mathscr{G}$ (review [22, 24]) the functions $f, \Phi$ and $H$ are calculated such that they represent the error in the nonlinear system (14) at each iteration, hence,

$$
\left\{\begin{array}{l}
\Delta f=\operatorname{div}\left(J \nabla \hat{v}_{t}\right)+\Delta(\hat{p}-\hat{\pi}) \text { in } Q  \tag{53}\\
f=0 \text { on } \partial Q \\
\Phi=\hat{p}|J|^{m-1}-P_{0} \text { in } \bar{Q}, \\
H=\operatorname{div}\left(U_{0}\left(J^{-1}\right)^{2} \nabla \hat{\pi}\right)-a U_{0} \hat{u}^{q-1} \text { in } \bar{Q}
\end{array}\right.
$$

Notice that initially $f(\eta, 0)=P_{0}-s_{0}$ and $\Phi=H=0$. Consequently, by the assumptions on $P_{0}$ and due to the results obtained for $s_{0}$, the choice $\tilde{f}=f+s-\Phi$ fulfills the required assumptions on $\tilde{f}$ at the initial state. In turn, it validates all the results obtained for the parabolic equation. It remains to investigate the elliptic equation for right-hand side of a special form.

Lemma 20 Let $H$ be defined as per the last equation in (53) and suppose that assumptions (A1-A4) are fulfilled. Then the solution $s$ of the regularized elliptic equation (22) satisfies the following estimate:

$$
\begin{equation*}
\|S\|_{L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)} \leq C_{1}\left(\delta^{-3}\|w\|_{L^{2}\left(0, T ; H^{4}\left(\omega_{0}\right)\right)}+\delta^{-\frac{3}{2}}\|H\|_{L^{2}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)}\right) . \tag{54}
\end{equation*}
$$

Moreover, at the initial state we have the estimate

$$
\begin{equation*}
\|s\|_{L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)} \leq C_{2} \delta^{-\frac{9}{2}} \mu^{-\frac{3}{2}} T, \tag{55}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constants not depending on $\delta, \mu$ nor $T$.
Proof The elliptic equation takes the form

$$
\begin{aligned}
\operatorname{div}\left(P_{0 \delta} \nabla s\right)-C_{m} \nabla P_{0} \nabla s= & \operatorname{div}\left(2 P_{0} D^{2}(w) \cdot \nabla s_{0}\right)-2 C_{m} \nabla P_{0} \cdot\left(D^{2}(w) \cdot \nabla s_{0}\right) \\
& +a(1-q) U_{0}^{\alpha} \Delta w+U_{0}^{m-2} H .
\end{aligned}
$$

Recall that the results of Corollary 9 were derived for an arbitrary function $g \in$ $L^{2}\left(0, T ; L^{2}\left(\omega_{0}\right)\right)$. We can now take $g$ as the right hand side of the above formula. If we expand the first term on the right hand side. Considering the continuity of $P_{0}, w \in L^{2}\left(0, T ; H^{4}\left(\omega_{0}\right)\right)$ and $s_{0} \in H^{2}\left(\omega_{0}\right)$; we can then use standard estimation techniques to get

$$
\int_{Q} g^{2} d \eta d t \leq C \delta^{-\frac{3}{2}}\|g\|_{L^{2}(Q)}\|w\|_{L^{2}\left(0, T ; H^{4}\left(\omega_{0}\right)\right)}
$$

By estimate (27) and the embedding theorem we get the first result assuming that $H$ exists and that it is bounded in $L^{2}(Q)$. The results of Corollaries 11,19 and 21 imply the boundedness of $H$ in $L^{2}(Q)$. Initially $H=\Phi=0$ and $\Delta f=\Delta\left(P_{0}-s_{0}\right)$, thus, by virtue of the assumptions on $P_{0}$ and estimate (51) we have

$$
\begin{equation*}
\|g\|_{L^{2}(Q)} \leq C \delta^{-\frac{3}{2}} \mu^{-\frac{3}{2}} T\|\Delta f+\Delta s-\Delta \Phi\|_{L^{\infty}\left(0, t ; L^{2}\left(\omega_{0}\right)\right)} \leq C \delta^{-3} \mu^{-\frac{3}{2}} T . \tag{56}
\end{equation*}
$$

Consequently, from the estimate of Corollary 11 we get the second estimate.
Corollary 21 Let $p$ be defined by (21), $w$ be the solution of (20), and $\Phi$ be defined as per (53). If the conditions of Corollary 18 hold and assumption (A5) is fulfilled, then $p \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right), p=0$ on $\gamma_{0} \times[0, T]$, and we have the estimate

$$
\begin{equation*}
\|p\|_{L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)} \leq C_{1}\left(\|\Phi\|_{L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)}+\|w\|_{L^{2}\left(0, T ; H^{4}\left(\omega_{0}\right)\right)}\right) . \tag{57}
\end{equation*}
$$

Moreover, at the initial state of the modified Newton method's iterations we have the estimate

$$
\begin{equation*}
\|p\|_{L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)} \leq C_{2} \delta^{-\frac{3}{2}} \mu^{-\frac{3}{2}} T \tag{58}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constants that do not depend on $\delta, \mu$ nor $T$.
Proof Recalling that the linear system consisted originally of three linear equations, the reduction was made by eliminating the equation

$$
p=\Phi-(m-1) P_{0} \Delta w .
$$

It is straightforward to deduce the first result from the above formula assuming that $\Phi$ is bounded in $L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)$. By the definition of $\Phi$ in (53), our assumptions on the initial data, and the result of Corollary 19 ; it is evident that $\Phi \in L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)$
and $\Phi=0$ on $\gamma_{0} \times[0, T]$. Initially, $\Phi=0$ and $\Delta f=\Delta\left(P_{0}-s_{0}\right)$. Using estimates (27) and (51) completes the proof.

Corollary 22 Let $f$ and $\Phi$ be defined by (53) and s be the solution of the regularized elliptic equation (22). Suppose assumptions (A1-A4) are fulfilled. Then the solution $w$ of the regularized parabolic equation (20) satisfies the following estimate:

$$
\begin{aligned}
\|w\|_{L^{2}\left(0, T ; H^{4}\left(\omega_{0}\right)\right)} \leq & C_{1} \mu^{-\frac{3}{2}} T\left(\|s\|_{L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)}+\|f\|_{L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)}\right. \\
& \left.+\|\Phi\|_{L^{2}\left(0, T ; H^{2}\left(\omega_{0}\right)\right)}\right) .
\end{aligned}
$$

Moreover, at the initial state, we have the estimate

$$
\begin{equation*}
\|w\|_{L^{2}\left(0, T ; H^{4}\left(\omega_{0}\right)\right)} \leq C_{2} \delta^{-\frac{3}{2}} \mu^{-\frac{3}{2}} T, \tag{59}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constants that do not depend on $\delta, \mu$ nor $T$.
Corollary $23\left\|\left[\mathscr{G}\left(\hat{z}_{0}\right)\right]^{-1}\right\|=M \leq C\left(\delta^{-\frac{3}{2}}+\mu^{-\frac{3}{2}} T\right)$, where $C$ is the sum of the constants defined in Corollary 21, Lemma 20 and Corollary 22 respectively.

Proof For details of the proof review [6, 7] and the references within.
Corollary $24\left\|\left[\mathscr{G}\left(\hat{z}_{0}\right)\right]^{-1}\left\langle\mathscr{F}\left(\hat{z}_{0}\right)\right\rangle\right\|=K \leq C \delta^{-\frac{9}{2}} \mu^{-\frac{3}{2}} T$.
Proof For details of the proof review $[6,7]$ and the references within.
We need now to check the Lipschitz continuity of the operator $\mathscr{G}$ at an arbitrary iteration. To do so we can follow the steps of the author in [22] to arrive at

$$
\mathscr{G}\left(\hat{z}_{n}\right)\langle z\rangle=\left\{\begin{array}{l}
\operatorname{div}\left(D^{2}(w) \nabla \hat{w}_{n_{t}}+A \nabla w_{t}\right)+\Delta(p-s), \\
|A|^{m-1}\left(p+(m-1) \hat{p}_{n} \operatorname{trace}\left(A^{-1} D^{2}(w)\right)\right), \\
\operatorname{div}\left(U_{0}\left(A^{-1}\right)^{2} \nabla s-U_{0}\left(B\left(A^{-1}\right)^{2}+\left(A^{-1}\right)^{2} B\right) \nabla \hat{s}_{n}\right) \\
-(1-q) U_{0}^{q}|A|^{-q} \operatorname{trace}\left(A^{-1} D^{2}(w)\right) .
\end{array}\right.
$$

Since the above formula is linearized, we deduce that $\mathscr{G}\left(\hat{z}_{n+1}\right)\langle z\rangle-\mathscr{G}\left(\hat{z}_{n}\right)\langle z\rangle$ is only given in terms of the corrections $z$ and the quantities $\hat{w}_{n}, \hat{w}_{n+1}, \hat{s}_{n}$ and $\hat{s}_{n+1}$. The inverse matrices can be expressed in terms of $n^{\text {th }}$-order polynomials of their algebraic adjoints and determinants which depend also on $\hat{w}_{n}$ and $\hat{w}_{n+1}$. Moreover, we have the estimates for the corrections $w$ and $s$ at each iteration. At the initial iteration $\hat{w}=w$ and $\hat{s}=s_{0}-s$ which we have proven their boundedness and their dependence on $T$. By mathematical induction we can prove the validity of these estimates for each iteration and their continuous dependence on $T$. Therefore we have

$$
\begin{equation*}
\left\|\mathscr{G}\left(\hat{z}_{n+1}\right)\langle z\rangle-\mathscr{G}\left(\hat{z}_{n}\right)\langle z\rangle\right\| \leq L\left\|\hat{z}_{n+1}-\hat{z}_{n}\right\| \leq L\|z\| \leq \hat{L}\|w\|_{L^{2}\left(0, T ; H^{4}\left(\omega_{0}\right)\right)} \tag{60}
\end{equation*}
$$

where $\hat{L} \equiv \hat{L}\left(m, q, a, \mu^{\alpha}, \delta^{\beta}, \omega_{0}, U_{0}, T^{\sigma}\right)$ for some real numbers $\{\alpha<0, \beta<0$, $\sigma>0\}$. Choosing $T$ sufficiently small is enough to fulfill the conditions of Theorem 2 and to prove the following theorem.

Theorem 25 Suppose that assumptions (A1-A5) are fulfilled. Then there exists $0<$ $T^{*} \ll 1$ such that $\lambda=M K \hat{L}<\frac{1}{4}$, where $M, K$ and $\hat{L}$ are the constants defined by Corollary 23, Corollary 24 and estimate (60), and the nonlinear regularization of problem (14) has a unique solution $\hat{z} \in \mathscr{B}_{r}(0)$ such that $\|\hat{z}\|<r$, where $r=$ $\frac{K}{2 \lambda}(1-\sqrt{1-4 \lambda})<2 K$. Moreover, the dynamics of the interface $\Gamma_{t}$ is defined by formula (24).

Proof For details of the proof review [6, 7] and the references within.
Theorem 26 Let $y$ be the trajectories calculated by (24) and $x$ be the exact trajectories defined by (15). If assumptions (A1-A5) are fulfilled, then

$$
\begin{equation*}
\lim _{\delta, \mu \rightarrow 0}\|x-y\|_{L^{2}(Q)}=0 \tag{61}
\end{equation*}
$$

Proof As per (24) and (15), the quantity $x-y$ is defined as

$$
x-y=\nabla \hat{v}-\nabla \hat{w} .
$$

The quantities $\nabla \hat{w}$ and $\nabla \hat{v}$ are calculated at each iteration as

$$
\nabla \hat{w}_{n+1}=\nabla \hat{w}_{n}-\nabla w \quad \text { and } \quad \nabla \hat{v}_{n+1}=\nabla \hat{v}_{n}-\nabla v,
$$

By recalling the estimates of Theorem 16 we conclude that

$$
\lim _{\delta, \mu \rightarrow 0}\|\nabla v-\nabla w\|_{L^{2}(Q)}=0,
$$

and using induction we conclude the result of the theorem.

## 5 Conclusions and Suggestions

We adopted the framework of Sobolev spaces to approximate the solution of problem (1), previously solved in weighted Hölder spaces [22, 24]. We proved the convergence of the approximated solution to the theoretical one in the weak sense. In that way a suitable background was provided for the numerical implementation of the interface tracking algorithm based on the introduction of Lagrangian coordinates, which transforms the free boundary problem into a problem posed in a time independent domain.

It can be of a great benefit to consider the classical Newton method instead of the modified one. Employing an iterative method with higher rate of convergence can lead to a significant increase in the accuracy of the output. Yet, it will be on the account of the complexity of the implementation.
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# Tracking the Interface of the Diffusion-Absorption Equation: Numerical Analysis 

Waleed S. Khedr


#### Abstract

Our concern in this article is the Cauchy problem for the degenerate parabolic equation of the diffusion-absorption type $u_{t}=\Delta u^{m}-a u^{q}$ with the exponents $m>1, q>0, m+q \geq 2$ and constant $a>0$. In a previous article (Khedr W.S. Tracking the Interface of the Diffusion-Absorption Equation: Theoretical Analysis) we investigated an algorithm for tracking the moving interface of the above model based on the idea of Shmarev (Nonlinear Anal 53:791-828, 2003; Interfaces in solutions of diffusion-absorption equations in arbitrary space dimension, 2005). By means of domain reduction, introduction of local system of Lagrangian coordinates, utilization of the modified Newton method, linearization and regularization we managed to transform the nonlinear problem into a system of linearized equations, and we proved the convergence of the approximated solution of the regularized problem to the solution of the original problem in the weak sense. The introduction of the regularization parameters provided the necessary requirement for a stable numerical implementation of the algorithm. In this article we investigate the numerical error at each Newtonian iteration in terms of the discretization and the regularization parameters. We also try to deduce the minimum order of the finite element's interpolating polynomials to be used in order to maintain the stability of the algorithm. Finally, we present a number of numerical experiments to validate the algorithm and to investigate its advantages and disadvantages. We will also illustrate the preference of adaptive implementation of the algorithm over direct implementation.


[^25]
## 1 Introduction

In this article, our main concern is the study of the free boundary problem

$$
\left\{\begin{array}{l}
U_{t}=\Delta U^{m}-a U^{q} \quad \text { in }(0, T] \times \mathbb{R}^{n}  \tag{1}\\
U(X, 0)=U_{0}(X) \geq 0 \quad \text { in } \mathbb{R}^{n}
\end{array}\right.
$$

where $a, q>0, m>1$, are constants and $m+q \geq 2$. The solution $U(x, t)$ represents the density of some substance per unit volume and $T>0$ is a fixed interval. It is known that the solutions of problem (1) possess the property of finite speed of propagation, which means that if the support of the initial function $u_{0}$ is compact, so is the support of the solution at every instant $t$. The a priori unknown boundary of the support is the free boundary that has to be defined together with the solution $U(x, t)$. In [10] Shmarev used the transformation to the Lagrangian coordinates and proved that the solution exists in a special weighted Hölder space and that the solution itself and the corresponding interface are real analytic in time. He also provided explicit formulas that represent the interface $\gamma(t)$ as a bijection of the initial interface $\gamma(0)$ and demonstrated the improvement of the interface regularity with respect to the spatial variables compared to the initial instant. However, these results were constrained to the case of $n=1,2,3$. In [11] the author managed to eliminate that constraint by means of Helmholtz's orthogonal decomposition. More results regarding the above problem exist in the literature and they can be obtained by exploring [5] and the references within.

In [6] we followed the idea of Shmarev, but instead of dealing with the degenerate problem we used the regularization technique and we formulated the problem in the framework of Sobolev spaces. The convergence of the sequence of the approximate solutions of the regularized problem to the solution of the degenerate one was proven in the weak sense. The main advantage of the introduction of the regularization parameters is the replacement of the degenerate system of the linearized equations by a uniform one, which consequently fulfils the condition of a stable finite element's implementation of the linearized system of equations.

## 2 Objective

In [6] our concern was to investigate the analytical foundation of the algorithm and to prove the theoretical convergence of the approximated solution to the solution of the original problem. As mentioned earlier, the main goal was to facilitate a stable implementation of the algorithm which was not possible in the presence of the degeneracy.

Our objective in this article is to investigate the numerical implementation of the algorithm. We study the definition of the discrete solution of the linearized system of equations. We also try to find a rough estimate for the numerical error at each iteration
of the modified Newton method in terms of the discretization and the regularization parameters. Additionally, we pose a condition on the minimum order of the interpolating polynomials to be used in order to maintain the stability of the algorithm. Finally, we present a number of numerical experiments to validate the algorithm and to illustrate different aspects of its functionality.

## 3 Background

In this section we introduce a quick review for the basic steps for establishing the algorithm, for more details see $[6,10,11]$.

### 3.1 Statement of the Problem

Our main problem was formulated in the following form

$$
\left\{\begin{array}{l}
U_{t}=\Delta\left(U^{m}\right)-a U^{q} \quad \text { in } \Omega_{t} \times(0, T]  \tag{2}\\
U=0 \text { on } \Gamma_{T}, \\
U(X, 0)=U_{0}(X) \geq 0 \text { in } \bar{\Omega}_{0}
\end{array}\right.
$$

where

$$
\begin{gathered}
\Omega_{t}=\Omega(t)=\left\{X \in \mathbb{R}^{n}, t \in[0, T]: U(X, t)>0\right\} \equiv \operatorname{Supp} U(X, t), \\
\Gamma_{T}=\left\{X \in \mathbb{R}^{n}, t \in[0, T]: U(X, t)=0\right\}=\bigcup_{t \in[0, T]} \gamma_{t},
\end{gathered}
$$

and $\gamma_{t}=\gamma(t) \equiv \partial \Omega_{t} \forall t \in[0, T]$. The weak solution of problem (2) was defined in the following sense.

Definition 1 A pair $\left(U(X, t), \Gamma_{T}\right)$ is said to be a weak solution of problem (2) if:
I. $U$ is bounded, continuous, and nonnegative in $\bar{\Omega}_{t} \times(0, T]$ and $\nabla U^{m} \in L^{2}$ $\left(\bar{\Omega}_{t} \times(0, T]\right)$,
II. $\Gamma_{T}$ is a surface of class $C^{1}$,
III. for every test function $\psi \in C^{1}\left(\bar{\Omega}_{t} \times(0, T]\right)$, vanishing at $t=T$ and for all $(X, t) \in \Gamma_{T}$, the following identity holds:

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega_{t}}\left(U \psi_{t}-\nabla U^{m} . \nabla \psi-a \psi U^{q}\right) d X d t+\int_{\Omega_{0}} U_{0} \psi(X, 0) d X=0 \tag{3}
\end{equation*}
$$

The loss of the mass was compensated by reducing the domain of the problem to some annular domain near the interface. Consider a simple-connected surface $S_{T}=$ $\bigcup_{t \in[0, T]} s_{t}$ such that $S_{T} \subset \Gamma_{T}$ and $S_{T} \cap \Gamma_{T}=\emptyset$. Let also $\omega_{t} \subset \Omega_{t}$ be the annular domain bounded by the surfaces $\gamma_{t}$ and $s_{t}$ such that the problem's domain is $\mathscr{E}=$ $\bigcup_{t \in[0, T]} \omega_{t}$ and $\partial \mathscr{E}=S_{T} \cup \Gamma_{T}$. Denote by $\hat{U}(X, t)$ the solution inside the annular domain. The surface $S_{T}$ is an artificial surface and it is chosen such that the following identity is fulfilled:

$$
\begin{equation*}
\forall t \in(0, T] \quad \int_{\omega_{t}} \hat{U}(X, t) d X=\int_{\omega_{0}} U_{0}(X) d X=\text { const. } \tag{4}
\end{equation*}
$$

Therefore a new auxiliary problem has been introduced as

$$
\left\{\begin{array}{l}
\hat{U}_{t}=\Delta\left(\hat{U}^{m}\right)-a \hat{U}^{q} \quad \text { in } \mathscr{E}  \tag{5}\\
\left.\hat{U}\right|_{S_{T}}=f_{(s)},\left.\quad \hat{U}\right|_{\Gamma_{T}}=0 \\
\hat{U}(X, 0)=U_{0}(X) \geq 0 \quad \text { in } \bar{\omega}_{0}
\end{array}\right.
$$

where $f_{(s)}$ represents the dummy values of $\hat{U}$ on the inner surface which depend mainly on our choice of the boundary conditions on that surface. As per (4), our choice of the inner surface $S_{T}$ guarantees that the mass is conserved in the new domain $\mathscr{E}$. Although this is a different problem, the author in [10, 11] proved that (5) and (2) coincide up to the motion of the boundary. The general equation of the mass conservation is

$$
\begin{equation*}
\rho_{t}+\operatorname{div}(\rho \mathscr{V})=0, \tag{6}
\end{equation*}
$$

where $\mathscr{V}$ is the velocity of the fluid particles. Two terms define the velocity. The first is the gradient of the pressure denoted by $\hat{P}$, which is induced by the diffusive term, and the second is the gradient of some artificial pressure $\hat{\Pi}$ induced by the low order term, such that

$$
\begin{equation*}
\mathscr{V}=-\nabla \hat{P}+\nabla \hat{\Pi}, \tag{7}
\end{equation*}
$$

where,

$$
\begin{equation*}
\hat{P}=\frac{m}{m-1} \hat{U}^{m-1}, \quad P_{0}=\frac{m}{m-1} U_{0}^{m-1} \tag{8}
\end{equation*}
$$

and $\hat{\Pi}$ is the solution of the following degenerate elliptic problem:

$$
\left\{\begin{array}{l}
\operatorname{div}(\hat{U} \nabla \hat{\Pi})=a \hat{U}^{q} \quad \text { in } \mathscr{E}  \tag{9}\\
\hat{\Pi}=0 \text { on } \partial \mathscr{E}
\end{array}\right.
$$

given that $\pi_{0}$ be the solution of the degenerate elliptic problem at the initial instant such that

$$
\left\{\begin{array}{l}
\operatorname{div}\left(U_{0} \nabla \pi_{0}\right)=a U_{0}^{q} \quad \text { in } \mathscr{E},  \tag{10}\\
\pi_{0}=0 \text { on } \partial \mathscr{E} .
\end{array}\right.
$$

As in $[1,2,4,10,11]$ an alternative description was given by transforming the system into geometrical Lagrangian coordinates so that all the functions characterizing the motion became dependent on the initial positions of the particles and the time as a parameter. The cylinder $Q$ with fixed lateral boundaries was defined as

$$
Q=\omega_{0} \times[0, T], \partial Q=\partial \omega_{0} \times[0, T]
$$

Let us denote the initial positions by $\eta$. In this way, the positions of the particles at any instant $t$ are

$$
X=x(\eta, t), \quad \eta \in \overline{\omega_{0}},
$$

and consequently $\hat{U}[x(\eta, t), t]=\hat{u}(\eta, t)$ is the density corresponding to that particle, $\hat{P}[x(\eta, t), t]=\hat{p}(\eta, t)$ and $\hat{\Pi}[x(\eta, t), t]=\hat{\pi}(\eta, t)$ are the functions representing the pressure, and $\mathscr{V}[x(\eta, t), t]=\mathrm{v}(\eta, t)$ is the velocity of that particle. The Lagrangian version of the mass conservation law can be deduced as

$$
\begin{equation*}
\hat{U}[x, t]|J|=\hat{u}(\eta, t)|J|=\hat{u}(\eta, 0)=U_{0} \quad \text { in } \bar{Q} \tag{11}
\end{equation*}
$$

where $J=\left[J_{i j}\right]$ is the Jacobi matrix of the mapping $\eta \rightarrow x(\eta,$.$) , for more details$ review [10, 11].

The analysis in [11] led us to the following system on the plane of Lagrangian coordinates:

$$
\left\{\begin{array}{l}
\operatorname{div}_{\eta}\left(J \nabla_{\eta} \hat{v}_{t}\right)+\Delta_{\eta}(\hat{p}-\hat{\pi})=0, \quad \text { in } Q  \tag{12}\\
\hat{p}|J|^{m-1}=P_{0} \text { in } \bar{Q}, \\
\operatorname{div}_{\eta}\left(U_{0}\left(J^{-1}\right)^{2} \nabla_{\eta} \hat{\pi}\right)=a U_{0} \hat{u}^{q-1} \quad \text { in } Q, \\
\hat{v}(\eta, 0)=0, \hat{\pi}(\eta, 0)=\pi_{0}(\eta), \text { and } \\
\hat{p}(\eta, 0)=P_{0}(\eta) \text { in } \overline{\omega_{0}}, \\
\hat{p}=0 \text { on } \gamma_{0} \times[0, T] \text { and } \hat{v}=\hat{\pi}=0 \quad \text { on } \partial Q .
\end{array}\right.
$$

Solving the above system to obtain the triad solution ( $\hat{v}, \hat{p}, \hat{\pi}$ ) enables us to calculate the motion of the interface in a direction normal to the initial interface by the formula

$$
\begin{equation*}
x=\eta+\nabla_{\eta} \hat{v} \quad \text { in } \bar{Q}, \tag{13}
\end{equation*}
$$

which is our target. The ability to solve the nonlinear system (12) and recovering the position of the particles $x$ provides us with the necessary information to locate
the interface $\Gamma_{T}$ of (2). We need not worry about the solution or the motion of the particles in the rest of the domain $\mathscr{E}$. We only use the information we have regarding the position of the interface to solve (2) (which is equivalent to (1)) as a boundaryvalue problem with zero boundary condition on $\Gamma_{T}$, which is already defined.

The nonlinear system (12) is to be solved by means of an abstract version of the modified Newton method. Let us consider the three equations in (12) as the arguments of the functional equation $\mathscr{F}(\hat{z}) \equiv\left\{\mathscr{F}_{1}(\hat{z}), \mathscr{F}_{2}(\hat{z}), \mathscr{F}_{3}(\hat{z})\right\}$, where $\hat{z}=\{\hat{v}, \hat{p}, \hat{\pi}\}$. In the modified Newton method the differential of $\mathscr{F}$ is calculated once at the initial state. The solution is obtained then as the limit of the sequence

$$
\begin{equation*}
\hat{z}_{n+1}=\hat{z}_{n}-\left[\mathscr{G}\left(\hat{z}_{0}\right)\right]^{-1}\left\langle\mathscr{F}\left(\hat{z}_{n}\right)\right\rangle, \tag{14}
\end{equation*}
$$

where in this case the operator $\mathscr{G}\left(\hat{z}_{0}\right)\langle z\rangle$ is the Frechét derivative of $\mathscr{F}$ at the initial instant $\hat{z}_{0}=\left\{0, P_{0}, \pi_{0}\right\}$ and $z=\{v, p, \pi\}$ is the correction at each iteration. More details regarding the Newton method and the modified Newton method can be found in [7].

Following the linearization techniques introduced in [10, 11] leads us to the following linearized system:

$$
\left\{\begin{array}{l}
v_{t}-(m-1) P_{0} \Delta v=f+\pi-\Phi \text { in } Q  \tag{15}\\
\operatorname{div}\left(U_{0} \nabla \pi-2 U_{0} D^{2}(v) . \nabla \pi_{0}\right)-a(1-q) U_{0}^{q} \Delta v=H \text { in } Q \\
v=\pi=0 \text { on } \partial Q
\end{array}\right.
$$

We get the corrections $z$ at each iteration by solving the system of linear equations in (15) given that all the assumptions posed in [10-13] are fulfilled. We should note that $f, \Phi$ and $H$ represent the error within the nonlinear system at each iteration such that

$$
\left\{\begin{array}{l}
\Delta f=\operatorname{div}\left(J \nabla \hat{v}_{t}\right)+\Delta(\hat{p}-\hat{\pi}) \text { in } Q  \tag{16}\\
f=0 \text { on } \partial Q \\
\Phi=\hat{p}|J|^{m-1}-P_{0} \text { in } \bar{Q}, \\
H=\operatorname{div}\left(U_{0}\left(J^{-1}\right)^{2} \nabla \hat{\pi}\right)-a U_{0} \hat{u}^{q-1} \text { in } \bar{Q} .
\end{array}\right.
$$

To overcome the degeneracy in the linearized system, we approximated it by a sequence of regularized linear problems [6].

### 3.2 Reduction to a Sequence of Linear Problems

We introduced the new functions $w$ as a solution of the regularized parabolic equation and $s$ as a solution for the regularized elliptic one, and introduced two small parameters $\delta>0$ and $\mu>0$ such that $P_{0 \delta}=P_{0}+\delta$ and $P_{0 \mu}=P_{0}+\mu$. Denote $\alpha=m+q-2 \geq 0$ and $C_{m}=(m-2) /(m-1)$. We introduced also the following general assumptions
(A1) $\partial \omega_{0}$ is of class $C^{2}$.
(A2) $U_{0} \in C^{2}\left(\bar{\omega}_{0}\right)$.
(A3) $P_{0} \in C^{1}\left(\bar{\omega}_{0}\right), \nabla P_{0} \in C^{0}\left(\bar{\omega}_{0}\right)$, and $\Delta P_{0} \in L^{\infty}\left(\bar{\omega}_{0}\right)$.
(A4) The annular domain is chosen initially such that $-C_{0} \leq \Delta P_{0} \leq-M_{0}$ a.e. in $\bar{\omega}_{0}$.
(A5) There exists some constant $0<v<1$ such that $v<|J|<v^{-1}$.
We introduced the regularized parabolic equation

$$
\left\{\begin{array}{l}
w_{t}-(m-1) P_{0 \mu} \Delta w=f-\Phi+s \text { in } Q  \tag{17}\\
w(\eta, 0)=0 \\
w=0 \text { on } \partial Q
\end{array}\right.
$$

We defined $p$ as

$$
\begin{equation*}
p=\Phi-(m-1) P_{0} \Delta w \quad \text { in } Q . \tag{18}
\end{equation*}
$$

Finally, we introduced the regularized elliptic equation

$$
\left\{\begin{array}{l}
\operatorname{div}\left(P_{0 \delta} \nabla s\right)-C_{m} \nabla P_{0} \nabla s=\operatorname{div}\left(2 P_{0} D^{2}(w) \nabla s_{0}\right)-2 C_{m} \nabla P_{0} D^{2}(w) \nabla s_{0}  \tag{19}\\
+a(1-q) U_{0}^{\alpha} \Delta w+U_{0}^{m-2} H \text { in } Q \\
s=0 \text { on } \partial Q
\end{array}\right.
$$

where $s_{0}$ is the solution of

$$
\left\{\begin{array}{l}
\operatorname{div}\left(P_{0 \delta} \nabla s_{0}\right)-C_{m} \nabla P_{0} \nabla s_{0}=a U_{0}^{\alpha} \quad \text { in } \omega_{0},  \tag{20}\\
s_{0}=0 \text { on } \partial \omega_{0} .
\end{array}\right.
$$

Therefore, the solution of the nonlinear system is obtained as the limit of the sequence

$$
\hat{w}_{n+1}=\hat{w}_{n}-w \text { and } \hat{s}_{n+1}=\hat{s}_{n}-s, \quad \text { for } n=0,1,2, \ldots
$$

Consequently, the position of the interface is obtained by

$$
\begin{equation*}
y=\eta+\nabla \hat{w} . \tag{21}
\end{equation*}
$$

For every $\delta, \mu>0$, the existence of a unique weak solution of the elliptic and the parabolic equations follows directly from the standard theories, review $[3,8,9]$. We investigated the effect of these small parameters on the solution and also we proved the convergence of this approach to the degenerate case when $\delta, \mu \rightarrow 0$. In the rest of this article we discuss numerical aspects related to the implementation of the regularized scheme.

## 4 Discretization of the Regularized Problem

First, let us decompose the cylinder $\bar{Q}=[0, T] \times \bar{\omega}_{0}$ using a set of time layers sharing a common base of closed triangulation $\mathscr{T}_{h}$ that consists of the triangles $T_{r}$ with the diameters $h_{r}$. The intersection of any two distinct elements is empty, a common edge, or a vertex such that $\bar{\omega}_{0}=\bigcup_{T_{r} \in \mathscr{T}_{h}} \bar{T}_{r}$. The maximal diameter of the mesh is

$$
h=\max _{T_{r} \in \mathscr{T}_{h}} h_{r} .
$$

We define the finite element space $\Psi_{h}=\left\{\psi_{h} \in H_{0}^{1}\left(\bar{\omega}_{0}\right):\left.\psi_{h}\right|_{T_{r}} \in \mathscr{P}_{r}\left(T_{r}\right) \forall T_{r} \in\right.$ $\left.\mathscr{T}_{h}\right\}$ where $\mathscr{P}_{r}$ is the piecewise approximating polynomials. We make the assumption that $U_{0}, U_{0}^{\alpha}, P_{0} \in \Psi_{h}$. We use the index $j \in \mathbb{N}$ with a fixed time step $k>0$ such that each instant of time is denoted by $t_{j}=j k$ and $0 \leq t_{0}<t_{1}<t_{2}<\ldots t_{N}$, where $N=1+T / k$ is the total number of instants. Sometimes in the numerical analysis we will need what is so called the inverse estimate. For some numerical function $f$ and some constant $C$, it states that $\|\nabla f\| \leq C h^{-1}\|f\|$.

### 4.1 The Discrete Initial Elliptic Equation

The discrete solution $s_{0 h}$ of the regularized initial elliptic equation (20) is understood in the following sense.

Definition 2 A function $s_{0 h} \in \Psi_{h}$ is said to be a discrete solution of (20) and (10) if $s_{0 h}=0$ on $\partial \omega_{0}$ and it satisfies the integral identity:

$$
\begin{equation*}
\int_{\omega_{0}}\left(P_{0 \delta} \nabla s_{0 h} \nabla \psi+C_{m} \nabla P_{0} \nabla s_{0 h} \psi+U_{0}^{\alpha} \psi\right) d \eta=0 . \tag{22}
\end{equation*}
$$

Theorem 3 Let $s_{0}$ be the solution of (20), $\pi_{0}$ be the solution of (10) and $s_{0 h}$ be their discrete solution. If the conditions of [6, Theorem 25.6] hold, then for an arbitrary $0<\beta<\infty$

$$
\begin{equation*}
\left\|s_{0}-s_{0 h}\right\|_{L^{\beta}\left(\omega_{0}\right)}^{\beta} \leq C \delta^{-2} h^{r}, \tag{23}
\end{equation*}
$$

and

$$
\left\|\pi_{0}-s_{0 h}\right\|_{L^{\beta}\left(\omega_{0}\right)}^{\beta} \leq C\left(\delta^{-2} h^{r}+\delta^{\frac{1}{4}}\right),
$$

where $C$ is a constant that does not depend on $\delta$ nor $h$.

Proof Choosing $\psi=\psi_{h} \in \Psi_{h}$ as a test function and subtracting the discrete identity (22) from the original identity [6, Eq. 25.25] yields

$$
\int_{\omega_{0}}\left(P_{0 \delta}\left(\nabla s_{0}-\nabla s_{0 h}\right) \nabla \psi_{h}+C_{m} \nabla P_{0}\left(\nabla s_{0}-\nabla s_{0 h}\right) \psi_{h}\right) d \eta=0
$$

We define a representative $\tilde{s}_{0}$ such that

$$
\left\|s_{0}-\tilde{s}_{0}\right\|=\inf _{\psi_{h} \in \Psi_{h}}\left\|s_{0}-\psi_{h}\right\|
$$

We denote $\rho=s_{0}-\tilde{s}_{0}$. By virtue of the previous estimates and standard finite element arguments [14], we have

$$
\begin{equation*}
\|\rho\|_{L^{2}\left(\omega_{0}\right)} \leq C h^{r+1}\left\|s_{0}\right\|_{H^{r+1}\left(\omega_{0}\right)} \leq C \delta^{-\frac{3}{2}} h^{r+1} \tag{24}
\end{equation*}
$$

We denote $e=s_{0}-s_{0 h}=\rho+\theta$, where $\theta=\tilde{s}_{0}-s_{0 h}$ and for which we need to derive some estimate. Returning to the last subtraction, substituting and rearranging we obtain

$$
\begin{aligned}
\int_{\omega_{0}}\left(P_{0 \delta} \nabla \theta \nabla \psi_{h}+C_{m} \nabla P_{0 h} \nabla \theta \psi_{h}\right) d \eta & =\int_{\omega_{0}}-\left(P_{0 \delta} \nabla \rho \nabla \psi_{h}+C_{m} \nabla P_{0} \nabla \rho \psi_{h}\right) d \eta \\
& =-\left(I_{1}+I_{2}\right) .
\end{aligned}
$$

We apply Green's theorem to both terms of the left-hand side to obtain

$$
\begin{equation*}
\int_{\omega_{0}} \theta\left(P_{0 \delta} \Delta \psi_{h}+\left(1+C_{m}\right) \nabla P_{0} \nabla \psi_{h}+C_{m} \Delta P_{0} \psi_{h}\right) d \eta=I_{1}+I_{2} \tag{25}
\end{equation*}
$$

Let us consider the elliptic problem

$$
\left\{\begin{array}{l}
P_{0 \delta} \Delta y+\left(1+C_{m}\right) \nabla P_{0} \nabla y+C_{m} \Delta P_{0} y=\phi, \quad \text { in } \omega_{0}  \tag{26}\\
y=0 \text { on } \partial \omega_{0} .
\end{array}\right.
$$

We have a nondegenerate linear elliptic equation, for which if we have $\phi \in L^{2}\left(\omega_{0}\right)$, then $y \in H^{2}\left(\omega_{0}\right)$, review $[3,8]$. By standard estimation techniques involving the use of Green's theorem, Cauchy's inequality, assumption $\mathbf{A 4}$ stating that $\Delta P_{0} \leq-M_{0}$, and assuming $\phi \in L^{2}\left(\omega_{0}\right)$ we can conclude that

$$
\begin{equation*}
\delta\|\nabla y\|_{L^{2}\left(\omega_{0}\right)}^{2}+C\|y\|_{L^{2}\left(\omega_{0}\right)}^{2} \leq C \tag{27}
\end{equation*}
$$

If $\psi_{h}$ is the discrete solution of (26), then

$$
\int_{\omega_{0}} \theta \phi d \eta \leq I_{1}+I_{2}
$$

By assumption $\mathbf{A 3}$ on $P_{0}$ and Hölder's inequality, we get for the right-hand side

$$
\begin{aligned}
\left|I_{1}\right| & \leq \int_{\omega_{0}}\left|P_{0 \delta} \nabla \rho \nabla \psi_{h}\right| d \eta \\
& \leq C\left\|P_{0}\right\|_{L^{\infty}\left(\omega_{0}\right)} \int_{\omega_{0}}\left|\nabla \rho \nabla \psi_{h}\right| d \eta \leq C\|\nabla \rho\|_{L^{2}\left(\omega_{0}\right)}\left\|\nabla \psi_{h}\right\|_{L^{2}\left(\omega_{0}\right)} .
\end{aligned}
$$

Using estimates (24), (27) and the inverse estimate, we conclude

$$
\left|I_{1}\right| \leq C \delta^{-2} h^{r}, \quad \text { and } \quad\left|I_{2}\right| \leq C \delta^{-\frac{3}{2}} h^{r} .
$$

Setting $\phi=\theta^{\beta-1}$ yields

$$
\int_{\omega_{0}}|\theta|^{\beta} d \eta \leq C \delta^{-2} h^{r}
$$

Combining this estimate with the estimate (24) provides the first result. Using the triangle inequality with the estimate of [6, Theorem 25.6], we get the second result.

### 4.2 The Discrete Elliptic Equation

We consider the discretization of the regularized elliptic equation (19), for which we know that

$$
\begin{aligned}
g= & \operatorname{div}\left(2 P_{0} D^{2}(w) \cdot \nabla s_{0}\right)-2 C_{m} \nabla P_{0} \cdot\left(D^{2}(w) \cdot \nabla s_{0}\right) \\
& +a(1-q) U_{0}^{\alpha} \Delta w+U_{0}^{m-2} H
\end{aligned}
$$

and $H$ is the error function defined by (16). We assume that $H \in \Psi_{h}$. We introduce $s_{h}$ as the discrete solution of the elliptic problem which is understood in the following sense.

Definition 4 A function $s_{h} \in \Psi_{h}$ is said to be a discrete solution of the regularized elliptic equation (19) and the degenerate elliptic equation in (15) if $s_{h}=0$ on $\partial \omega_{0}$ and it satisfies the integral identity:

$$
\int_{t_{1}}^{t_{2}} \int_{\omega_{0}}\left(P_{0 \delta} \nabla s_{h} \nabla \psi+C_{m} \nabla P_{0} \nabla s_{h} \psi+g_{h} \psi\right) d \eta d t=0,
$$

$$
\forall t_{0} \leq t \leq T
$$

Theorem 5 Let s be the solution of (19), $\pi$ be the solution of the elliptic equation in (15) and $s_{h}$ be their discrete solution. If the conditions of [6, Corollary 25.10] hold, then for an arbitrary $0<\beta<\infty$

$$
\begin{equation*}
\left\|s-s_{h}\right\|_{L^{\beta}(Q)}^{\beta} \leq C_{1}\left(\delta^{-2} \sum_{i, j=1}^{2}\left\|D_{i j}^{2}\left(w-w_{h}\right)\right\|_{L^{2}(Q)}+(\delta \mu)^{-\frac{3}{2}} T h^{r-1}\right), \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\pi-s_{h}\right\|_{L^{\beta}(Q)}^{\beta} \leq C_{2}\left(\left\|s-s_{h}\right\|_{L^{\beta}(Q)}^{\beta}+\delta^{\frac{1}{4}}\|g\|_{L^{2}(Q)}\right), \tag{30}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are constants that do not depend on $\delta, \mu, h$ nor $T$.
Proof To prove this result we repeat the same steps as in the proof of the previous theorem; however, we add an extra integral $I_{3}$ in (25) which is expressed as

$$
\left|I_{3}\right|=\left|\int_{Q}\left(g-g_{h}\right) \psi_{h} d \eta d t\right| \leq \int_{Q}\left|\left(g-g_{h}\right) \psi_{h}\right| d \eta d t
$$

Expanding $g$ and $g_{h}$, simplifying the produced terms, performing standard estimation techniques, assuming that $\psi_{h}$ is the discrete solution of (26) at each instant $t_{j}$, applying the inverse estimate to (23), and recalling the estimates of [6, Corollary 25.7, Corollary 25.18] provides us with multiple terms. We consider the term with the highest order to get

$$
\left|I_{3}\right| \leq C\left(\delta^{-2} \sum_{i, j=1}^{2}\left\|D_{i j}^{2}\left(w-w_{h}\right)\right\|_{L^{2}(Q)}+\delta^{-\frac{3}{2}} \mu^{-\frac{3}{2}} T h^{r-1}\right) .
$$

Using the triangle inequality with the estimate of [6, Corollary 25.10] we conclude the second result.

### 4.3 The Discrete Parabolic Equation

We consider the function $w_{h}$ as the discrete solution of the regularized parabolic equation (17) which is understood in the following sense.

Definition 6 A function $w_{h} \in \Psi_{h}$ is said to be a discrete solution of the regularized equation (17) and the degenerate parabolic equation in the system (15) if $w_{h}=0$ on $\partial \omega_{0}$ and it satisfies the integral identity:

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\omega_{0}}\left(-w_{h} \psi_{t}+(m-1)\left(P_{0 \mu} \nabla w_{h} \nabla \psi+\nabla P_{0} \nabla w_{h} \psi\right)-\tilde{f}_{h} \psi\right) d \eta d t=0 \tag{31}
\end{equation*}
$$

$\forall t_{0} \leq t_{1}<t_{2} \leq T$.
We will consider the general case when $\tilde{f}=f+s-\Phi$, where $s$ is the solution of the regularized elliptic equation (19) and $f$ and $\Phi$ represent the error in the nonlinear system as per (16). We will assume that $\Phi\left(\eta, t_{j}\right) \in \Psi_{h}$ for every $t_{0} \leq t_{j} \leq$ $T$. Moreover, since in (16) we actually calculate $\Delta f$, then the projection $f_{h}\left(\eta, t_{j}\right)$ is calculated as $\Delta_{h}^{-1}\left(\Delta f\left(\eta, t_{j}\right)\right)$. Hence, it is standard to consider the error $\| f-$ $f_{h} \|_{L^{2}\left(\omega_{0}\right)}$ of order $\mathscr{O}\left(h^{r+1}\right)$ for every $t_{0} \leq t_{j} \leq T$, see [14].

Theorem 7 Let $w$ be the solution of the regularized parabolic equation (17), $v$ be the solution of the degenerate parabolic equation in (15) and $w_{h}$ be their discrete solution. If the conditions of [6, Theorem 25.16] hold, then for an arbitrary $0<\beta<\infty$

$$
\left\|w-w_{h}\right\|_{L^{\beta}(Q)}^{\beta} \leq C_{1}\left(\mu^{-\frac{1}{2}}\left\|s-s_{h}\right\|_{L^{2}(Q)}+\mu^{-2} T\left(k^{2}+h^{r}\right)\right)
$$

and

$$
\left\|v-w_{h}\right\|_{L^{\beta}(Q)}^{\beta} \leq C_{2}\left(\left\|w-w_{h}\right\|_{L^{\beta}(Q)}^{\beta}+\mu^{\frac{1}{2}} T^{\frac{1}{4}}\|f+s-\Phi\|_{L^{2}(Q)}\right),
$$

where $C_{1}$ and $C_{2}$ are constants that do not depend on $\delta, \mu, T, k$ nor $h$.
Proof We choose the test function $\psi=\psi_{h} \in \Psi_{h}$. We integrate by parts the first term of both identities [6, Eq. 25.44] and (31), then we subtract to get

$$
\begin{aligned}
& \int_{t_{1}}^{t_{2}} \int_{\omega_{0}} \frac{\partial\left(w-w_{h}\right)}{\partial t} \psi_{h} d \eta d t+(m-1) \int_{t_{1}}^{t_{2}} \int_{\omega_{0}} P_{0 \mu} \nabla\left(w-w_{h}\right) \nabla \psi_{h} d \eta d t \\
& +(m-1) \int_{t_{1}}^{t_{2}} \int_{\omega_{0}} \nabla P_{0} \nabla\left(w-w_{h}\right) \psi_{h} d \eta d t \\
= & \int_{t_{1}}^{t_{2}} \int_{\omega_{0}}\left(\tilde{f}-\tilde{f}_{h}\right) \psi_{h} d \eta d t
\end{aligned}
$$

We denote the approximation error by $e=w-w_{h}=\rho+\theta$, where $\rho=w-\tilde{w}, \theta=$ $\tilde{w}-w_{h}$ and $\tilde{w}$ is a representative for $w$ chosen as the elliptic projection of $w$ which is defined as

$$
b\left(\tilde{w}, \psi_{h}\right)=b\left(w, \psi_{h}\right),
$$

where the bilinear form $b(x, y)$ is defined in the following way:

$$
b(x, y)=(m-1) \int_{\omega_{0}}\left(-P_{0 \mu} \nabla x \nabla y-\nabla P_{0} \nabla x y\right) d \eta .
$$

We use the well known Cranck-Nicolson time discretization scheme. Using the previous estimates and assuming that $w$ is three times differentiable with respect to $t$, we can verify by standard finite element argument that [14]

$$
\begin{equation*}
\max _{0<j \leq N}\|\rho\|_{L^{2}\left(\omega_{0}\right)} \leq C \mu^{-\frac{3}{2}} T\left(k^{2}+h^{r+1}\right) . \tag{32}
\end{equation*}
$$

Since we assume the continuity of the discrete solution with respect to $t$, we extend the time integral over $Q$. We rewrite the difference equation, make all substitutions and rearrange to obtain

$$
\int_{Q}\left(e_{t} \psi_{h}+(m-1)\left(P_{0 \mu} \nabla e \nabla \psi_{h}+\nabla P_{0} \nabla e \psi_{h}\right)\right) d \eta d t=\int_{Q}\left(f-f_{h}+s-s_{h}\right) \psi_{h} d \eta d t
$$

and by decomposing $e$, we arrive at

$$
\begin{aligned}
& \int_{Q}\left(\theta_{t} \psi_{h}+(m-1)\left(P_{0 \mu} \nabla \theta \nabla \psi_{h}+\nabla P_{0} \nabla \theta \psi_{h}\right)\right) d \eta d t \\
= & \int_{Q}\left(f-f_{h}\right) \psi_{h} d \eta d t+\int_{Q}\left(s-s_{h}\right) \psi_{h} d \eta d t \\
& -(m-1)\left(\int_{Q} P_{0 \mu} \nabla \rho \nabla \psi_{h} d \eta d t+\int_{Q} \nabla P_{0} \nabla \rho \psi_{h} d \eta d t\right) \\
= & I_{1}+I_{2}-I_{3}-I_{4} .
\end{aligned}
$$

We highlight that $\rho_{t}$ were dropped because $\rho$ was defined as an elliptic projection. We proceed trying to find an estimate for $\theta$. Assuming that $\psi_{h}(\eta, T)=0$, we integrate the first term on the left-hand side by parts to get

$$
\int_{Q}\left(\theta \psi_{t h}-(m-1)\left(P_{0 \mu} \nabla \theta \nabla \psi_{h}+\nabla P_{0} \nabla \theta \psi_{h}\right)\right) d \eta d t=-I_{1}-I_{2}+I_{3}+I_{4} .
$$

By applying Green's theorem to the second and the third terms on the left-hand side we can deduce that

$$
\begin{equation*}
\int_{Q} \theta\left(\psi_{t h}+(m-1)\left(P_{0 \mu} \Delta \psi_{h}+2 \nabla P_{0} \nabla \psi_{h}+\Delta P_{0} \psi_{h}\right)\right) d \eta d t \leq \sum_{i}\left|I_{i}\right| \tag{33}
\end{equation*}
$$

We introduce the uniformly parabolic equation

$$
\left\{\begin{array}{l}
y_{t}-(m-1)\left(P_{0 \mu} \Delta y+2 \nabla P_{0} \nabla y+\Delta P_{0} y\right)=\phi \text { in } Q \\
y(\eta, 0)=0, \text { in } Q \\
y=0 \text { on } \partial Q
\end{array}\right.
$$

for which, if $\phi \in L^{2}\left(0, T, L^{2}\left(\omega_{0}\right)\right)$, then $y \in L^{2}\left(0, T, H^{2}\left(\omega_{0}\right)\right)$, review [3, 9]. Assuming that $\phi$ is bounded in $L^{2}(Q)$, we can use standard estimation techniques to conclude that

$$
\begin{equation*}
\|y\|_{L^{2}(Q)} \leq\|\nabla y\|_{L^{2}(Q)} \leq C \mu^{-\frac{1}{2}} \tag{34}
\end{equation*}
$$

If $\psi_{h}$ is the discrete solution of this problem in the sense that $\psi_{h}\left(\eta, t_{j}\right)=y\left(\eta, T-t_{j}\right)$ for every $0<t_{j} \leq T$, then we can plug it in (33) to obtain

$$
\int_{Q} \theta \phi d \eta \leq \sum_{i}\left|I_{i}\right|
$$

Using the previous estimates and assumptions, applying Hölder's inequality, applying the inverse estimate to (32), and choosing $\phi=\theta^{\beta-1}$ we get the first result,

$$
\int_{Q}|\theta|^{\beta} d \eta d t \leq C\left(\mu^{-\frac{1}{2}}\left\|s-s_{h}\right\|_{L^{2}(Q)}+\mu^{-2} T\left(k^{2}+h^{r}\right)\right)
$$

and the second result follows by virtue of [6, Theorem 25.16] and the triangle inequality.

Theorem 8 Suppose that the conditions and assumptions of Theorems 5 and 7 are fulfilled. Then, the minimum order of interpolating polynomials to be used in order to maintain the stability of the finite element scheme is $r \geq 3$.

Proof We consider the mutual dependence of the errors in the elliptic and the parabolic equations. The error in the elliptic equation depends on the error in the projection of the second derivative of $w$. But the error in projecting $w$ is of order $\mathscr{O}\left(h^{r}\right)$. The result is an immediate consequence of applying the inverse estimate twice to the estimate of Theorem 7.

## 5 Experiments

In all the experiments we employ an unstructured mesh with extra refinement near the boundaries and we construct the output of the algorithm using standard finite element implementation. We use $r=3$ as a minimum order of the Lagrange polynomials. The initial instant is always considered as $t_{0}=1$. The solutions generated by the tracking algorithm will be denoted by $u_{c}$. Whenever needed to measure the error in the convergence of the iteration scheme we shall use $u_{n}$ and $u_{n-1}$ to denote the error in the last iteration and for that purpose only we will use $x_{n}-x_{n-1}$ to denote the convergence error in the position of the interface.

### 5.1 Experiment 1

We start with a benchmark experiment considering the standard Barenblatt solution. In this case we set $a=0$ and no absorption should be present. The parameters of the experiment are provided by Table 1 and the exact formula that governs the solution's evolution is

$$
u^{m-1}=\max \left(0, \frac{L}{t+t_{0}}\left(R^{2}\left(t+t_{0}\right)^{\alpha}-x^{2}-y^{2}\right)\right)
$$

where $t \in[0, T]$ and $t_{0}=1$. The initial data are calculated by the same formula at $t=0$ considering $R=4$. The constructed trajectories of the interface's particles are illustrated in Fig. 1. The relative error between the exact solution and the constructed solution is

$$
\frac{\left\|u-u_{c}\right\|_{L^{\infty}(Q)}}{\|u\|_{L^{\infty}(Q)}}=0.012
$$

In Fig. 2 we provide a combination of the exact profile at the last instant and the trajectories of the particles to illustrate the high accuracy of approximating the interface's position. The gradient of the potential function $\nabla v$, which represents the normal motion of the interface as per (13), is shown in Fig. 3. We recall the error functional defined by (16); the norm of the error at the 25th Newton's iteration is provided for different quantities in Table 2. Note that $H=0$ since we have no low order term and consequently $\pi=0$.

Table 1 Parameters of Experiment 1

| $m$ | $a$ | $c_{0}$ | $\alpha$ | $L$ | $T$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0 | - | 0.5 | 0.0625 | 1 |



Fig. 1 Illustration of the trajectories of the interface's particles. a The motion of the interface. $\mathbf{b}$ Zoom on the trajectories


Fig. 2 The match between the constructed interface and the exact one


Fig. 3 Illustration of both components of the potential's gradient $\nabla v$. a The $x$-component of $\nabla v$. b The $y$-component of $\nabla v$

Table 2 The convergence error of Newton's iterations for Experiment 1

| $\left\\|u_{n}-u_{n-1}\right\\|_{L^{\infty}(Q)}$ | $\left\\|x_{n}-x_{n-1}\right\\|_{L^{\infty}(Q)}$ | $\\|\Delta f\\|_{L^{\infty}(Q)}$ | $\\|\Phi\\|_{L^{\infty}(Q)}$ | $\\|H\\|_{L^{\infty}(Q)}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.0013719 | 0.0052311 | 0.019367 | 0.0016108 | 0 |

### 5.2 Experiment 2

In the previous experiment we established a strong verification on the accuracy of the algorithm when we considered a suitable choice of the initial data. In this experiment we choose the initial function in an ellipsoidal domain according to the following formula:

$$
u_{0}=\max \left(0, L\left(R^{2}-(x-y)^{2}-16(x+y)^{2}\right)\right)^{\frac{1}{m-1}}
$$



Fig. 4 The initial function $u_{0}$ and its lower and upper barriers. a The lower barriers at $t=0$. $\mathbf{b}$ The upper barrier at $t=0$. c The initial data $u_{0}$

Table 3 Parameters of Experiment 2

| $m$ | $a$ | $c_{0}$ | $\alpha$ | $L$ | $T$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0 | - | 0.5 | 0.0625 | 1 |



Fig. 5 Illustration of the trajectories of the interface's particles. a The motion of the interface. $\mathbf{b}$ Zoom on the trajectories
where $R=8$. We can not use Barenblatt solution in a direct way as in the previous experiment. However, we can use the profiles admitted by his explicit formula as lower and upper barriers. Then we consider the maximum principle to establish another way of verification. The pictures in Fig. 4 illustrate the shape of the initial data, the inner and the outer barriers. We design the experiment with the parameters shown in Table 3.

The output of the interface tracking algorithm is illustrated in Fig. 5. We establish the verification by comparing the position of the interface at any instant with the position of the barriers' interfaces at the same instant. We choose the last instant and the verification is established as shown in Figs. 6 and 7. Since we have no exact solution to compare with we will only present the convergence error in the iteration scheme by Table 4.

### 5.3 Experiment 3

In this experiment we introduce a more complicated type of initial data. We will consider a square domain with edge length $2 R$, over which the initial function $u_{0}$ is defined as

Fig. 6 Lower bound for the interface location imposed by the lower barriers


Fig. 7 Upper bound for the interface location imposed by the explicit solution


Table 4 The convergence error of Newton's iterations for Experiment 2

| $\left\\|u_{n}-u_{n-1}\right\\|_{L^{\infty}(Q)}$ | $\left\\|x_{n}-x_{n-1}\right\\|_{L^{\infty}(Q)}$ | $\\|\Delta f\\|_{L^{\infty}(Q)}$ | $\\|\Phi\\|_{L^{\infty}(Q)}$ | $\\|H\\|_{L^{\infty}(Q)}$ |
| :--- | :--- | :--- | :--- | :--- |
| $6.2708 \times 10^{-5}$ | 0.0002442 | 0.0007 | $5.1818 \times 10^{-5}$ | 0 |

$$
u_{0}=\max \left(0,\left(R^{2}-x^{2}\right)\left(R^{2}-y^{2}\right)\right)
$$

where $R=4$. The difficulty with such type of initial data is the ability to correctly simulate the evolution of the solution or the interface at the corners. The reason is that at the corner points not only the solution vanishes, but also the gradient of the solution does. Since the gradient is zero initially at this point we expect no motion for a certain amount of time called the waiting time. During that time the profile of the solution keeps adjusting itself until the moment when the gradient is non zero and the corner point starts moving.

We will keep the configuration of the last experiment which means that no absorption will be present. We will employ the technique of the barriers as in the previous experiment, and we will use the ellipsoidal initial function which was introduced and verified in the previous experiment as an inner barrier to verify the evolution of the corners. The upper barrier will be taken as the profile admitted by the explicit formula and will be designed to touch the corners from outside. Moreover, we will consider small time steps so that we can catch the moment when the corners start moving such that $d t=0.001$ and $T=0.01$. Since the data is completely irregular we will only consider $m=2$, the rest of the parameters are meaningless in this context except maybe for choosing a proper upper barrier. The initial data, the lower and the upper barriers are shown in Fig. 8.


Fig. 8 The initial function $u_{0}$ and its lower and upper barriers. a The lower barriers at $t=0$. b The upper barrier at $t=0$. $\mathbf{c}$ The initial data $u_{0}$
(a)

(b)


Fig. 9 Non-agreement with the maximum principle. a The trajectories at $t=0.007$. b Inaccurate interface positioning

We start by showing the output of the direct implementation of the algorithm accompanied with the evolution of the interface of the inner ellipsoidal barrier in Fig. 9. We note that the algorithm fails to complete after $t=0.007$. We recall that the mass conservation law in the Lagrangian coordinates takes the form

$$
u=\frac{u_{0}}{|J|}
$$

As we explained earlier, the profile of the solution near the corners keeps raising which means that $|J|$ around the corners keeps decreasing. Actually, the moment when the corner starts moving is when $|J|$ approaches zero, which consequently generates explosion in the output of the algorithm, see Fig. 10. Another drawback of

Fig. 10 The profile of $|J|$ approaching zero at the corners

the direct implementation of the algorithm is that it keeps tracking the motion of the interface in the normal direction to the interface of the initial data. The changes in the normal vector itself is not considered which leads to inaccurate tracking of the interface's position. As shown in Fig. 9b, the trajectories of the lower barriers exceeds those of the solution, which means that there exists a region where the profile of the lower barrier is actually higher than the solution. This indicates that the maximum principle is not fulfilled in this case.

To overcome both problems we implement the algorithm in an adaptive way. Instead of constructing the solution in the whole cylinder we only construct the solution for three time steps at once. In other words, we perform the iteration process considering three time steps, then we set the solution at the third time step as the initial data of the next three time steps. In that way we keep tracking the changes in the interface's normal direction instead of being stuck to the normal direction of the initial interface. Moreover, when we reset the algorithm every three time steps, we actually reset $J$ to the identity matrix and thus we keep $|J|$ separated away from the zero level.

The reason for choosing three time steps is that we approximate the time derivative of the potential $v_{t}$ using three points scheme, so this is the minimum number of instants required to initiate the algorithm. It can be reduced to two instants in the case of approximating the time derivatives using two points scheme but not less than that. The only drawback of such scheme is the accumulation of the convergence error of the iteration process in each realization specially at the corners in our case, see the convergence error in the last realization in Table 5. We illustrate the accurate motion of the interface together with a focus on the corner motion in Fig. 11. The interface's trajectories generated by the algorithm are bounded from below by the interface of

Table 5 The convergence error of Newton's iterations for Experiment 3

| $\left\\|u_{n}-u_{n-1}\right\\|_{L^{\infty}(Q)}$ | $\left\\|x_{n}-x_{n-1}\right\\|_{L^{\infty}(Q)}$ | $\\|\Delta f\\|_{L^{\infty}(Q)}$ | $\\|\Phi\\|_{L^{\infty}(Q)}$ | $\\|H\\|_{L^{\infty}(Q)}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.31521 | 0.0011882 | 9.3055 | 0.079621 | 0 |




Fig. 11 The interface's particles trajectories with a zoom on the corners. a The interface's trajectories. b Zoom on the corner's motion

Fig. 12 Lower bound for the interface location imposed by the lower barrier


Fig. 13 Upper bound for the interface location imposed by the explicit solution

the lower barrier and from above by the interface of the upper barrier. We represent this result at the last instant as illustrated in Figs. 12 and 13.

### 5.4 Experiment 4

In the previous experiments we were considering the Porous Medium Equation with different choices of the initial data and the low order term was not present. In this experiment we consider the diffusion-absorption equation (5) with the presence of a linear sink, in other words we set $q=1$. To provide a way of verification we perform a couple of transformations, first we hide the linear term away then we scale the time and thus we can easily retrieve the Porous Medium Equation again. To clarify, let us consider the following diffusion-absorption equation with a linear sink

$$
u_{t}+a u=\Delta u^{m} .
$$

Multiply both sides by $e^{a t}$, let $v=e^{a t} u$, and consider a new time scale $\tau$ such that $e^{a t(m-1)} \partial_{t}=\partial_{\tau}$. By integrating both sides we conclude that

$$
\begin{equation*}
\tau=\tau_{0}+\frac{1-e^{-a t(m-1)}}{a(m-1)} \tag{35}
\end{equation*}
$$

where we choose $\tau_{0}=1$. Thus we can obtain

$$
\begin{equation*}
v_{\tau}=\Delta v^{m} \tag{36}
\end{equation*}
$$

which is the Porous Medium Equation for the new variable $v$ on the time scale denoted by $\tau$. The purpose of this experiment is to run the algorithm in the presence of the linear low order term over the interval $t \in[0, T]$. We choose the initial data as

$$
u_{0}=\max \left(0, L\left(R^{2}-x^{2}-y^{2}\right)\right)^{\frac{1}{m-1}}
$$

where $R=4$. Since the initial data are chosen from the set of Barenblatt profiles, then we can verify the output of the algorithm at $t=T$ by comparing it with the exact Barenblatt profile

$$
v^{m-1}=\max \left(0, \frac{L}{\tau}\left(R^{2} \tau^{\alpha}-x^{2}-y^{2}\right)\right),
$$

calculated at $\tau=\mathscr{T}$, where

$$
\mathscr{T}=\tau_{0}+\frac{1-e^{-a T(m-1)}}{a(m-1)}
$$

Note that $v_{0}=u_{0}$. We will consider three cases in this experiment. The parameters of the first case are shown in Table 6.

We recall from [6] that in the presence of the low order term we need to reduce the domain in order to compensate the loss of the mass due to the presence of the sink. Moreover, we will consider zero Dirichlet boundary conditions for $\pi$ on both the exterior and the interior boundaries. The profile of $u_{0}$ and the corresponding pressure $\pi_{0}$ in the reduced domain are shown in Fig. 14. The calculated motion of both the exterior and the interior interfaces is illustrated in Fig. 15.

In Fig. 16 we represent a comparison between the location of the interface produced by the algorithm and the location calculated as per Barenblatt profile at $\tau=\mathscr{T}$. We note in the zoom provided in Fig. 16b that the calculated location of the interface is not accurately matching the interface of the exact profile-at

Table 6 Parameters of Experiment 4a

| $m$ | $a$ | $c_{0}$ | $\alpha$ | $L$ | $T$ | $\mathscr{T}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0.1 | - | 0.5 | 0.0625 | 0.2 | 1.198 |



Fig. 14 The initial functions $u_{0}$ and $\pi_{0}$ in the reduced domain. The initial data $u_{0}$. b The initial pressure $\pi_{0}$


Fig. 15 The interfaces motion in the case when $a=0.1$ and $\pi=0$ on both interfaces


Fig. 16 Comparing the exact location of the exterior interface and the calculated one. a Verification of the match. $\mathbf{b}$ Zoom on the exterior interfaces
least not at all the points. To understand this behaviour we recall from [6] that the problem in the reduced domain is a new problem and completely different than the original one, and that the solutions of both problems coincides only on the exterior interface. We need also to recall the formula of the velocity (7). The velocity of the particles depends on the gradient of the pressure induced by the diffusion $(\nabla p)$ and the gradient of the pressure induced by the low order term $(\nabla \pi)$. As shown in Fig. 17, the slope of the profile of $\pi$ supports a motion in the outward direction on the side of the exterior interface. On the other hand, the motion of the interior boundary should maintain the condition of the mass conservation regardless the direction or the rate of this motion. The choice of zero Dirichlet boundary conditions for $\pi$ on both interfaces restricts the profile of $\pi$ from being corrected quickly. However, as


Fig. 17 Illustration of both components of the velocity in $x$ direction. a The $x$-component of $-\nabla p_{0}$. b The $x$-component of $\nabla \pi_{0}$. c The $x$-component of $-\nabla p(x, T)$. d The $x$-component of $\nabla \pi x, T$
per [6, Theorem 25.25], the convergence of the algorithm in the reduced domain entails a small time interval, which in turn does not allow sufficient corrections of $\pi$.

To overcome this problem we keep the zero Dirichlet boundary condition on the exterior interface only and we leave the interior interface free of any conditions. However, such approach was found to diverge when we choose large values of $a$. The reason can be seen by observing the sharp slope of $\pi$ on the exterior boundary. We need to keep in mind that even if the profile of $\pi$ implies a motion in the outward direction with respect to the exterior interface, it is not necessarily implying the same motion with the same rate in the interior of the domain. Larger values of $a$ can easily lead to the deformation of the mesh, which in this case entails the re-initiation of the algorithm. Accordingly, we choose a smaller value $a=0.01$ and we rerun the algorithm. Liberating $\pi$ from any conditions on the interior interface improves the accuracy of the algorithm and a better match can be seen in Fig. 18. The profile of $\pi$ with the free interior surface is shown in Fig. 19. Yet, analytical justification of this approach is still not revealed.

In the third case we reduce the value of $a$, consider the parameters in Table 7. In Fig. 20 we can note that this motion is slightly slower compared to the above case with the higher value of $a$. That should not be confusing; in the reduced domain there is no absorption and the mass is conserved. The motion of the interface is controlled according to a new system of equations and the function $\pi$ is meant only to translate the dynamics of the absorption from the original domain into the reduced one without losing the mass conservation. By performing several experiments one can deduce that, in the case of a linear sink, the diffusion process is dominating and the motion of the interface is always in the outward direction only with different rates. The strength

(b)


Fig. 18 Comparing the exact location of the exterior interface and the calculated one. a Verification of the match. b Zoom on the exterior interfaces


Fig. 19 The profile and the gradient of $\pi$ in the case of no condition on the interior surface. a The profile of $\pi_{0}$. $\mathbf{b}$ The profile of $\pi(x, T)$. $\mathbf{c}$ The $x$-component of $\nabla \pi_{0}$. d The $x$-component of $\nabla \pi(x, T)$

Table 7 Parameters of Experiment 4b

| $m$ | $a$ | $c_{0}$ | $\alpha$ | $L$ | $T$ | $\mathscr{T}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 0.001 | - | 0.5 | 0.0625 | 0.2 | 1.2 |

of the low order term affects the motion and such effect is implicitly translated by $\pi$ which is defined in terms of $u$ in the first place.

To clarify our findings more, let us observe the profile of $\pi$ in Figs. 17d and 19d. Both profiles share a sharp rate at the exterior interface which implies an outward motion in both cases. On the other hand, the flatness of the second profile (Fig. 19d) in the interior of the domain implies a slower motion inside the ring. In spite of having no clear motion in the inward direction, the dynamics of the absorption can be seen in the reduction of the rate with witch the inner particles move even if such motion is in the outward direction.


Fig. 20 Comparison of the displacements of the exterior interface for different values of $a$. a The case when $a=0.01$. $\mathbf{b}$ The case when $a=0.001$

Table 8 The convergence error of Newton's iterations for Experiment $5(a=0.01)$

| $\left\\|u_{n}-u_{n-1}\right\\|_{L^{\infty}(Q)}$ | $\left\\|x_{n}-x_{n-1}\right\\|_{L^{\infty}(Q)}$ | $\\|\Delta f\\|_{L^{\infty}(Q)}$ | $\\|\Phi\\|_{L^{\infty}(Q)}$ | $\\|H\\|_{L^{\infty}(Q)}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.1152 | 0.1332 | 0.5234 | 0.0518 | 0.0377 |

Table 9 The convergence error of Newton's iterations for Experiment 5 ( $a=0.001$ )

| $\left\\|u_{n}-u_{n-1}\right\\|_{L^{\infty}(Q)}$ | $\left\\|x_{n}-x_{n-1}\right\\|_{L^{\infty}(Q)}$ | $\\|\Delta f\\|_{L^{\infty}(Q)}$ | $\\|\Phi\\|_{L^{\infty}(Q)}$ | $\\|H\\|_{L^{\infty}(Q)}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.0117 | 0.0105 | 0.1085 | $8.7339 \mathrm{e}-04$ | 0.0021 |

Finally we need to highlight the necessity to implement the algorithm over a small time intervals, refer to [6, Theorem 25.25]. In the case of large time intervals direct implementation of the algorithm fails and Newton's iterations diverge. This can be fixed by sequential implementation over successive small intervals as explained in Experiment 3. However, with each iteration process a certain amount of error remains due to the incomplete convergence, and these amounts of error accumulates each time the algorithm is re-initiated. See Tables 8 and 9 for details on the level of the convergence errors due to a single iteration process for each case of the last two cases.

## 6 Failures

In spite of the satisfactory results of the tracking algorithm in detecting the motion of the interface they were only tangible in the case of the forward motion. The algorithm fails to detect the backward motion of the interface. In other words it can not represent the process of the absorption. The reason is not related to the mathematical model upon which the algorithm works. It is more likely the numerical environment itself. In the case when the diffusion process takes place, the particles move outside and the worst scenario is the deformation of the mesh which can be overcome by reconstructing the mesh and re-initiating the algorithm as we explained in the last experiment.

On the other hand, when the absorption process occurs the particles of the interface move inside with a rate much faster than the rate of the motion of the particles inside the domain, which eventually causes the intersection of the particles' trajectories. These collisions are not allowed in the Lagrangian coordinates as the inverse transformation becomes impossible. Imposing restrictions on the rate of the motion of the interface is not a solution since it contradicts the nature of the problem and the target of the study which aims at maintaining both the physical and the mathematical measures of the solution. Nonetheless, the particles inside the domain move with a rate much slower than the rate of the motion of the interface's particles and not necessarily in the inward direction; especially at the initial instant.

## 7 Conclusions

In this article we managed to deduce a rough estimate for the numerical error at each Newtonian iteration in terms of the discretization and the regularization parameters. We also concluded the minimum order of the finite element's interpolating polynomials to be used in order to preserve the stability of the algorithm. We validated the output of the interface tracking algorithm in the case when the diffusion is dominating over the absorption. We illustrated the drawbacks of the direct implementation of the algorithm and proposed an adaptive scheme which enhances the accuracy of the interface tracking.

It was discovered that the numerical implementation failed to work when the absorption prevails over the diffusion. The reason is that the algorithm, based on the mechanical idea of the possibility of two counterpart representation of the motion of a continuum, can not proceed when the particles' trajectories cross and the particles collide. The nature of the problem imposes the possibility of such collisions and the numerical environment can not prevent it.

We shall design some kind of monitor-control-correction scheme to prevent the particles from colliding in the presence of absorption forces. The proper choice of the boundary conditions on the artificial free boundary also can greatly enhance the output of the algorithm. Another promising possibility is to use a generalization of the interface equation [6, Eq. 25.2] to the case of several space dimensions in order to correct the interface location at every time step.
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# Analyzing Multivariate Cross-Sectional Poisson Count Using a Quasi-Likelihood Approach: The Case of Trivariate Poisson 
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#### Abstract

In the last few years, the modelling of multivariate count data has been a topic of concern for many researchers in the field of epidemiology, agriculture, economics and finance. The most recent findings in the analysis of such data illustrate that it is easier to specify the likelihood function of these multivariate count responses through the use of copula constructors such as Clayton and Frank copulas. However, in a regression set-up, the resulting maximum likelihood estimation equation involves huge computationally intensive expressions that make the methodology almost unfeasible. This raises the need to explore some other parsimonious estimation methodologies. In this context, this paper proposes an alternative estimation scheme based on the quasi-likelihood (QL) approach. The performance of the QL method is assessed through a simulation study that is based on an observation-driven generating process for trivariate and multivariate Poisson counts.


## 1 Background and Motivation

In the last five years, the modelling of multivariate count data has preoccupied the interest of many researchers as such data appear in various disciplines related to sports, epidemiology, criminology among many others [5, 14]. Under the simple case of bivariate Poisson, the analysis of counts do not pose any modelling and estimation challenges since the likelihood function can easily be expressed [6]. However, in trivariate or multivariate set-up, the expression for the likelihood function becomes

[^26]tedious even though copula is used $[3,10,12]$ and thus necessitates numerical approximations for the application of the maximum likelihood approach (MLE) [13]. In the same context, Nikoloulopoulos and Karlis [11] have developed the multivariate Poisson model but in terms of applications, these authors have restricted their analysis to a simple bivariate data set-up, thus not portraying the real difficulties. In this paper, we review their derivation of the trivariate Poisson model and particularly highlight the difficulties in obtaining the derivatives of the log-likelihood function under Frank Copula assumption. Our concern here is to propose an alternative approach that would reduce the computational difficulties in obtaining the regression and correlation estimates whilst at the same time maintain the level of efficiency of the estimates. Until now, the only alternative methodology that omits the specification of the likelihood function is the quasi-likelihood based approach (QL). This is an approach that has been expounded by Wedderburn [15] and McCullagh and Nelder [8] and lately in longitudinal system by Jowaheer and Sutradhar [4] as a perfect substitute to MLE. Overall, QL equation has a parsimonious structure constituting of the derivative and covariance components only.

As for the covariance components, the only work carried out so far in this direction is the formulation of the dependence structure by Nikoloulopoulos and Karlis [11] which is based on the use of copulas. Their covariance formulation has yielded consistent estimates but is very complicated. This complexity arises because of the structure of the copula and as a result this influences the time and computational involvements. To overcome this challenge, this paper proposes to model the dependence among the variates through an observation-driven modelling strategy [1, 9] and the moment estimating equations. Thus, to summarize, our contribution in this paper is to first develop an observation-driven model that connects the multivariate counts and thereafter obtain the covariance expressions. The second contribution of this paper is to assess the QL method in the estimation of parameters mainly the regression and dependence parameters under trivariate and multivariate crosssectional set-ups which has yet not been covered in statistics literature. The outline of this paper is as follows: In the next section, the MLE approach under trivariate Poisson regressions are discussed followed by the development of observation-driven process and QL methodology under trivariate and multivariate set-ups in Sects. 4 and 5, respectively. Section 6 focuses on simulation studies to assess the performance of QL under trivariate set-ups based under different parameter assumptions. The conclusion and the scope for future work are presented in the last section.

## 2 The Cross-Sectional Set-Up

This section provides an overview on the notations used in this paper along with the basic assumptions. Under a multivariate cross-sectional set-up, where we assume $k=1,2,3, \ldots, p$ variates, the vector of responses is represented by

$$
Y=\left(\begin{array}{cccccc}
Y_{1}^{[1]} & Y_{1}^{[2]} & \ldots & Y_{1}^{[k]} & \ldots & Y_{1}^{[p]} \\
Y_{2}^{[1]} & Y_{2}^{[2]} & \ldots & Y_{2}^{[k]} & \ldots & Y_{2}^{[p]} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\ldots & \ldots & Y_{i}^{[k]} & \ldots & Y_{i}^{\left[k^{\prime}\right]} & \ldots \\
Y_{I}^{[1]} & Y_{I}^{[2]} & \ldots & Y_{I}^{[k]} & \ldots & Y_{I}^{[p]}
\end{array}\right)
$$

where $i=1,2, \ldots, I$ independent individuals. Under this representation, there is a clear dependence between $y_{i}^{[k]}$ and $y_{i}^{\left[k^{\prime}\right]}$ but obviously there exists no association between measurements $y_{i}^{[k]}$ and $y_{j}^{[k]}$ and $y_{i}^{[k]}$ and $y_{j}^{\left[k^{\prime}\right]}$, that is,

$$
\operatorname{Cov}\left(Y_{i}^{[k]}, Y_{j}^{[k]}\right)=0, \operatorname{Cov}\left(Y_{i}^{[k]}, Y_{j}^{\left[k^{\prime}\right]}\right)=0
$$

Under the first dependence, Nikoloulopoulos and Karlis [11] formulated the dependence coefficient between any variate $Y_{1}$ and $Y_{2}$ as

$$
\begin{aligned}
\tau\left(Y_{1}, Y_{2}\right)= & \sum_{y_{1}=0}^{\infty} \sum_{y_{2}=0}^{\infty} h\left(y_{1}, y_{2}\right) \\
& * 4 C\left(F_{1}\left(y_{1}-1\right), F_{2}\left(y_{2}-1\right)\right)-h\left(y_{1}, y_{2}\right) \\
& +\sum_{y_{1}=0}^{\infty}\left(f_{1}^{2}\left(y_{1}\right)+f_{2}^{2}\left(y_{1}\right)\right)-1
\end{aligned}
$$

Suppose these responses are influenced by a common set of $J$ explanatory variables represented by the structure

$$
X=\left(\begin{array}{cccc}
X_{11} & X_{12} & \ldots & X_{1 J} \\
X_{21} & X_{22} & \ldots & X_{2 J} \\
\vdots & \vdots & & \vdots \\
X_{i 1} & X_{i 2} & \ldots & X_{i J} \\
\vdots & \vdots & & \vdots \\
X_{I 1} & X_{I 2} & \ldots & X_{I J}
\end{array}\right)
$$

and the vector of the $k$ th variate regression parameter

$$
\beta^{[k]}=\left[\beta_{1}^{[k]}, \beta_{2}^{[k]}, \ldots, \beta_{i}^{[k]}, \ldots, \beta_{J}^{[k]}\right]
$$

## 3 A Note on the MLE Approach

To proceed to the multivariate set-up, we first consider the situation under the trivariate mode. Thus, in this section, the trivariate Poisson likelihood functions are developed under the Frank copula assumption, that is,

$$
C(u, v)=\frac{1}{\theta} \ln \left[1+\frac{(\exp (-\theta u)-1)(\exp (-\theta v)-1)}{\exp (-\theta)-1}\right]
$$

For this, we assume the marginal Poisson density function for the $k$ th variate where $k=1,2,3$ is given by

$$
f_{k}\left(y_{i}\right)=\exp \left(-\mu_{i}^{[k]}\right) \frac{\left[\mu_{i}^{[k]}\right]^{y_{i}}}{y_{i}!}
$$

where $i=1,2,3, \ldots, I$ subjects and where, following Sect. 2,

$$
\mu_{i}^{[k]}=\exp \left(x_{i} \beta^{[k]}\right)
$$

and the marginal distribution function is given by

$$
F_{k}\left(y_{i}\right)=\sum_{s=0}^{y_{i}} \exp \left(-\mu_{i}^{[k]}\right) \frac{\left[\mu_{i}^{[k]}\right]^{s}}{s!}
$$

The trivariate Poisson probability function based on copula representation is then expressed as

$$
\begin{aligned}
h\left(y_{1}, y_{2}, y_{3}\right)= & -C\left(F_{1}\left(y_{1}\right), F_{2}\left(y_{2}\right), F_{3}\left(y_{3}\right)\right) \\
& +C\left(F_{1}\left(y_{1}-1\right), F_{2}\left(y_{2}\right) F_{3}\left(y_{3}\right)\right) \\
& +C\left(F_{1}\left(y_{1}\right), F_{2}\left(y_{2}-1\right) F_{3}\left(y_{3}\right)\right) \\
& +C\left(F_{1}\left(y_{1}\right), F_{2}\left(y_{2}\right) F_{3}\left(y_{3}-1\right)\right) \\
& -C\left(F_{1}\left(y_{1}-1\right), F_{2}\left(y_{2}-1\right) F_{3}\left(y_{3}\right)\right) \\
& -C\left(F_{1}\left(y_{1}-1\right), F_{2}\left(y_{2}\right) F_{3}\left(y_{3}-1\right)\right) \\
& -C\left(F_{1}\left(y_{1}\right), F_{2}\left(y_{2}-1\right) F_{3}\left(y_{3}-1\right)\right) \\
& +C\left(F_{1}\left(y_{1}-1\right), F_{2}\left(y_{2}-1\right) F_{3}\left(y_{3}-1\right)\right)
\end{aligned}
$$

From the above, it is clear that taking the derivative of the log-likelihood function with respect to the vector of regression parameters will not be a straightforward task. Obviously, further computational problems will arise when assuming a highdimensional space of variates.

## 4 Developing an Observation-Driven Model Under Trivariate Assumption and Its Extension to a Multivariate Set-Up

Following the drawbacks of the copula approach, we aim to establish a model whereby under the trivariate assumption, the variates $\left[y_{i}^{[1]}, y_{i}^{[2]}, y_{i}^{[3]}\right]$ are related by a certain dependence structure of the form To proceed with the derivation of the observation-driven approach, assume

$$
\begin{gather*}
y_{i}^{[1]} \sim \mathrm{P}\left(\mu_{i}^{[1]}\right)  \tag{1}\\
y_{i}^{[2]}=\alpha_{1} * y_{i}^{[1]}+d_{i}^{[1]}  \tag{2}\\
y_{i}^{[3]}=\alpha_{1} * y_{i}^{[1]}+\alpha_{2} * y_{i}^{[2]}+d_{i}^{[2]} \tag{3}
\end{gather*}
$$

where $y_{i}^{[2]} \sim \mathrm{P}\left(\mu_{i}^{[2]}\right), y_{i}^{[3]} \sim \mathrm{P}\left(\mu_{i}^{[3]}\right), d_{i}^{[1]} \sim \mathrm{P}\left(\mu_{i}^{[2]}-\alpha_{1} \mu_{i}^{[1]}\right)$ and $d_{i}^{[2]} \sim \mathrm{P}\left(\mu_{i}^{[3]}-\right.$ $\left.\alpha_{1} \mu_{i}^{[1]}-\alpha_{2} \mu_{i}^{[2]}\right)$. Note here, the dependence between $y_{i}^{[1]}, y_{i}^{[2]} y_{i}^{[3]}$ are induced by $\alpha_{1}, \alpha_{2}$ and the error terms $d_{i}^{[k]}$. Under these assumptions,

$$
\begin{aligned}
E\left(Y_{i}^{[2]}\right) & =E_{Y_{i}^{[1]}} E\left[\alpha_{1} * y_{i}^{[1]}+d_{i}^{[1]} \mid Y_{i}^{[1]}\right] \\
& =E_{Y_{i}^{[1]}\left[\alpha_{1} y_{i}^{[1]}+\mu_{i}^{[2]}-\alpha_{1} \mu_{i}^{[1]}\right]} \\
& =\alpha_{1} \mu_{i}^{[1]}+\mu_{i}^{[2]}-\alpha_{1} \mu_{i}^{[1]} \\
& =\mu_{i}^{[2]}
\end{aligned}
$$

Under the same principle

$$
E\left(Y_{i}^{[2]}\right)=\mu_{i}^{[2]} \text { and } E\left(Y_{i}^{[3]}\right)=\mu_{i}^{[3]}
$$

$$
\begin{aligned}
\operatorname{Var}\left(Y_{t}^{[2]}\right)= & \operatorname{Var}\left[\alpha_{1} * y_{i}^{[1]}\right]+\operatorname{Var}\left(d_{i}^{[1]}\right) \\
= & E_{Y_{i}^{[1]}}\left[\operatorname{Var}\left(\alpha_{1} * y_{i}^{[1]} \mid y_{i}^{[1]}\right)\right]+\operatorname{Var}_{Y_{i}^{[1]}}\left[E\left(\alpha_{1} * y_{i}^{[1]} \mid y_{i}^{[1]}\right)\right] \\
& +\operatorname{Var}\left[d_{i}^{[1]}\right] \\
= & E_{Y_{i}^{(1)}\left[\alpha_{1}\left(1-\alpha_{1}\right) y_{i}^{[1]} \mid y_{i}^{[1]}\right]+\operatorname{Var}_{Y_{i}^{[1]}}\left[\alpha_{1} y_{i}^{[1]} \mid y_{i}^{[1]}\right]} \\
& +\operatorname{Var}\left[d_{t}^{[1]}\right] \\
= & \alpha_{1}\left(1-\alpha_{1}\right) \mu_{i}^{[1]}+\alpha_{1}^{2} \mu_{i}^{[1]}+\mu_{i}^{[2]}-\alpha_{1} \mu_{i}^{[1]} \\
= & \mu_{i}^{[2]}
\end{aligned}
$$

## Hence,

$$
\operatorname{Var}\left(Y_{i}^{[1]}\right)=\mu_{i}^{[1]}, \operatorname{Var}\left(Y_{i}^{[2]}\right)=\mu_{i}^{[2]}, \operatorname{Var}\left(Y_{i}^{[3]}\right)=\mu_{i}^{[3]}
$$

We formulate expressions for $E\left(Y_{i}^{[1]} Y_{i}^{[2]}\right)$

$$
\begin{aligned}
E\left(Y_{i}^{[1]} Y_{i}^{[2]}\right) & =E\left[y_{i}^{[1]}\left(\alpha_{1} * y_{i}^{[1]}+d_{i}^{[1]}\right)\right] \\
& =E\left[Y_{i}^{[1]}\left(\alpha_{1} * Y_{i}^{[1]}\right)+Y_{i}^{[1]}\right) d_{i}^{[1]}
\end{aligned}
$$

From above,

$$
\begin{aligned}
E\left[Y_{i}^{[1]}\left(\alpha_{1} * Y_{i}^{[1]}\right)\right] & =E_{Y_{i}^{[1]}} E\left[Y_{i}^{[1]}\left(\alpha_{1} * Y_{i}^{[1]}\right) \mid Y_{i}^{[1]}\right] \\
& =E\left[Y_{i}^{[1]}\left(\alpha_{1} Y_{i}^{[1]}\right)\right] \\
& =\alpha_{1} E\left[Y_{i}^{[1]^{2}}\right] \\
& =\alpha_{1}\left[\mu_{i}^{[1]}+\mu_{i}^{[1]^{2}}\right]
\end{aligned}
$$

Hence,

$$
\begin{aligned}
E\left(Y_{i}^{[1]} Y_{i}^{[2]}\right) & =\alpha_{1}\left[\mu_{i}^{[1]}+\mu_{i}^{[1]^{2}}\right]+\mu_{i}^{[1]}\left(\mu_{i}^{[2]}-\alpha_{1} \mu_{i}^{[1]}\right) \\
& =\alpha_{1} \mu_{i}^{[1]}+\mu_{i}^{[1]} \mu_{i}^{[2]}
\end{aligned}
$$

Since $E\left(y_{i}^{[1]}\right)=\mu_{i}^{[1]}$ and $E\left(y_{i}^{[2]}\right)=\mu_{i}^{[2]}$,

$$
\begin{equation*}
\operatorname{Cov}\left(Y_{i}^{[1]}, Y_{i}^{[2]}\right)=E\left(Y_{i}^{[1]} Y_{i}^{[2]}\right)-E\left(Y_{i}^{[1]}\right) E\left(Y_{i}^{[2]}\right)=\alpha_{1} \mu_{i}^{[1]} \tag{4}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
\operatorname{Cov}\left(Y_{i}^{[1]}, Y_{i}^{[3]}\right) & =\alpha_{2} \operatorname{Cov}\left[Y_{i}^{[1]} Y_{i}^{[2]}\right]+\alpha_{1} \mu_{i}^{[1]} \\
& =\alpha_{1} \alpha_{2} \mu_{i}^{[1]}+\alpha_{1} \mu_{i}^{[1]} \tag{5}
\end{align*}
$$

$$
\begin{align*}
\operatorname{Cov}\left(Y_{i}^{[2]}, Y_{i}^{[3]}\right) & =\alpha_{1} \alpha_{2} \operatorname{Cov}\left[Y_{i}^{[1]} Y_{i}^{[2]}\right]+\alpha_{1}^{2} \mu_{i}^{[1]}+\operatorname{Cov}\left(d_{i}^{[1]} d_{i}^{[2]}\right) \\
& =\alpha_{1}^{2} \alpha_{2} \mu_{i}^{[1]}+\alpha_{1}^{2} \mu_{i}^{[1]}+\operatorname{Cov}\left(d_{i}^{[1]}, d_{i}^{[2]}\right) \tag{6}
\end{align*}
$$

At this stage, the dependence parameters $\alpha_{1}, \alpha_{2}, \phi_{12}=\operatorname{Cov}\left(d_{i}^{[1]}, d_{i}^{[2]}\right)$ are estimated using the method of moments and this yields: Given

$$
\hat{\rho_{j k}}=\frac{\sum_{i=1}^{I} \sum_{i=1}^{I}\left(y_{i}^{[j]}-\mu_{i}^{[j]}\right)\left(y_{i}^{[k]}-\mu_{i}^{[k]}\right)}{\sqrt{\sum_{i=1}^{I}\left(y_{i}^{[j]}-\mu_{i}^{[j]}\right)^{2}} \sqrt{\sum_{i=1}^{I}\left(y_{i}^{[k]}-\mu_{i}^{[k]}\right)^{2}}}
$$

Then, by equating (4), (5) and (6) with the sample moment estimators,

$$
\begin{aligned}
& \hat{\alpha_{1}}=\frac{\hat{\rho_{12}} \sqrt{\mu_{i}^{[2]}}}{\sqrt{\mu_{i}^{[1]}}}, \\
& \hat{\alpha_{2}}=\frac{\hat{\rho_{13}} \sqrt{\mu_{i}^{[3]}}}{\hat{\rho_{12}} \sqrt{\mu_{i}^{[2]}}}-1, \\
& \hat{\phi}=\left(\hat{\rho_{23}}-\hat{\rho_{13}} \hat{\rho_{12}}\right) \sqrt{\mu_{i}^{[2]}} \sqrt{\mu_{i}^{[3]}}
\end{aligned}
$$

Now, for a general $p$-variate set-up,

$$
\begin{aligned}
& y_{i}^{[1]} \sim \mathrm{P}\left(\mu_{i}^{[1]}\right) \\
& y_{i}^{[2]}=\alpha_{1} * y_{i}^{[1]}+d_{i}^{[1]} \\
& y_{i}^{[3]}=\alpha_{1} * y_{i}^{[1]}+\alpha_{2} * y_{i}^{[2]}+d_{i}^{[2]} \\
& \cdots \\
& y_{i}^{[p]}=\alpha_{1} * y_{i}^{[1]}+\alpha_{2} * y_{i}^{[2]}+\cdots+\alpha_{p-1} * y_{i}^{[p-1]}+d_{i}^{[p-1]}
\end{aligned}
$$

where

$$
d_{i}^{[l]} \sim \mathrm{P}\left(\mu_{i}^{[l+1]}-\sum_{j=1}^{l} \alpha_{j} \mu_{i}^{[l]}\right)
$$

Following the moment estimation procedures developed above, here, as well, for any $p$ variate set-up, the sample correlations between the different variates will be used for estimating the dependence parameters.

## 5 The QL Approach for the Multivariate Cross-Sectional Set-Up

The QL approach $[8,15]$ is an estimation methodology that does not require the specification of the likelihood function but only depends on the moments of the distribution. It is a very appealing technique particularly where the density function is cumbersome to express. In literature, the QL approach has been intensively used in longitudinal studies as the likelihood function for longitudinal models cannot be expressed explicitly because of multiple integrals and necessitate complex approaches like the MCMC approach and EM algorithms [2]. While, on the other hand, QL reduces this burden of estimating the regression and correlation parameters through simply the notion of the moments and the appropriate modelling of the
covariances [4, 7]. In similar lines, Pedeli and Karlis [13] claimed that MLE yields huge complicated expressions and necessitate numerical approximations. However, these authors have noted these computational problems at a bivariate stage (Refer to Nikoloulopoulos and Karlis [12]) and have not investigated the status of MLE at trivariate or multivariate stages. Following the derivation of the trivariate models in the previous two sections, it is clear that MLE is almost unfeasible. To overcome these challenges, this paper motivates the use of QL as an alternate option to MLE. Given that the QL approach has never been explored under multivariate domains, this section provides the details of how to construct the different components in the QL equation given by

$$
\begin{equation*}
\sum_{i=1}^{I} D_{i}^{T} \Sigma_{i}^{-1}\left(y_{i}-\mu_{i}\right)=0 \tag{7}
\end{equation*}
$$

where the components of GQL under a general multivariate set-up comprising of $J$ explanatory variables and $p$ variates are: The derivative matrix has a block structure of the form

$$
\begin{gathered}
D_{i}^{[k]}=\left(\begin{array}{cccc}
\frac{\partial \mu_{i}^{[1]}}{\partial \hat{\beta}_{1}^{[k]}} & \frac{\partial \mu_{i}^{[2]}}{\partial \hat{\beta}_{1}^{[k]}} \cdots \frac{\partial \mu_{i}^{[P]}}{\partial \hat{\beta}_{1}^{[k]}} \\
\frac{\partial \mu_{i}^{[1]}}{\partial \hat{\beta}_{2}^{[k]}} & \frac{\partial \mu_{i}^{[2]}}{\partial \hat{\beta}_{2}^{[k]}} \cdots & \frac{\partial \mu_{i}^{[P]}}{\partial \hat{\beta}_{2}^{[k]}} \\
\vdots & \vdots & & \vdots \\
\frac{\partial \mu_{i}^{[1]}}{\partial \hat{\beta}_{J}{ }^{[k]}} \frac{\partial \mu_{i}^{[2]}}{\partial \hat{\beta}_{J}^{[k]}} \cdots \frac{\partial \mu_{i}^{[P]}}{\partial \hat{\beta}_{J}^{[k]}}
\end{array}\right)_{J \times P} \\
D_{i}^{T}=\left[\left[D^{T}\right]_{i}^{[1]},\left[D^{T}\right]_{i}^{[2]}, \ldots,\left[D^{T}\right]_{i}^{[k]}, \ldots,\left[D^{T}\right]_{i}^{[P]}\right]_{J P \times P}^{T}
\end{gathered}
$$

where the general term

$$
\frac{\partial \mu_{i}^{[k]}}{\partial \beta_{j}^{[k]}}=\mu_{i}^{[k]} \times x_{i j}
$$

and
and

$$
y_{i}=\left(\begin{array}{c}
y_{i}^{[1]} \\
y_{i}^{[2]} \\
y_{i}^{[3]} \\
\vdots \\
y_{i}^{[p]}
\end{array}\right), \mu_{i}=\left(\begin{array}{c}
\mu_{i}^{[1]} \\
\mu_{i}^{[2]} \\
\mu_{i}^{[3]} \\
\vdots \\
\mu_{i}^{[p]}
\end{array}\right)
$$

By letting

$$
\hat{\beta}_{r}^{[k]}=\left[\hat{\beta}_{1, r}^{[k]}, \hat{\beta}_{2, r}^{[k]}, \ldots, \hat{\beta}_{J, r}^{[k]}\right]^{T}
$$

The GQL equation is solved using the Newton-Raphson iterative scheme that yields

$$
\left(\begin{array}{c}
\hat{\beta}_{r+1}^{[1]} \\
\vdots \\
\hat{\beta}_{r+1}^{[k]} \\
\vdots \\
\hat{\beta}_{r+1}^{[P]}
\end{array}\right)=\left(\begin{array}{c}
\hat{\beta}_{r}^{[1]} \\
\vdots \\
\hat{\beta}_{r}^{[k]} \\
\vdots \\
\hat{\beta}_{r}^{[P]}
\end{array}\right)+\left[\sum_{i=1}^{I} D_{i}^{T} \Sigma_{i}^{-1} D_{i}\right]_{r}^{-1}\left[\sum_{i=1}^{I} D_{i}^{T} \Sigma_{i}^{-1}\left(y_{i}-\mu_{i}\right)\right]_{r}
$$

where [.] $]_{r}$ represents the expressions at the $r$ th iteration. The algorithm works as follows: For an initial set of vector of regression parameters of the $p$ variates, we calculate the means, variances and the dependence parameters and replace these estimates in the Hessian and score parts to obtain an update of the set of regression vectors under the different variates. This iterative process is stopped when the absolute difference between the updated and previous regression estimates becomes less than a tolerance $10^{-10}$. The estimators are consistent and under mild regularity conditions, for $I \rightarrow \infty$, it may be shown that $I^{\frac{1}{2}}\left(\left(\hat{\beta}^{1}, \ldots, \hat{\beta}^{p}\right)-\left(\beta^{1}, \ldots, \beta^{p}\right)\right)^{T}$ has an asymptotic normal distribution with mean 0 and covariance matrix

$$
\left[D^{T} \Sigma^{-1} D\right]^{-1}\left[D^{T} \Sigma^{-1}(\tilde{y}-\tilde{\mu})(\tilde{y}-\tilde{\mu})^{T} \Sigma^{-1} D\right]\left[D^{T} \Sigma^{-1} D\right]^{-1}
$$

and the

$$
V(\hat{\beta})=\left[\sum_{i=1}^{I} D_{i}^{T} \Sigma_{i}^{-1} D_{i}\right]^{-1}
$$

Table 1 Estimates of the parameters and standard errors under Trivariate Poisson model

| $\alpha_{1}$ | $\alpha_{2}$ | $\phi$ | $T$ | $\hat{\beta}_{1}^{[1]}$ | $\hat{\beta}_{2}^{[1]}$ | $\hat{\beta}_{1}^{[2]}$ | $\hat{\beta}_{2}^{[2]}$ | $\hat{\beta}_{1}^{[3]}$ | $\hat{\beta}_{2}^{[3]}$ | $\hat{\alpha_{1}}$ | $\hat{\alpha_{2}}$ | $\hat{\phi}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.9 | 0.9 | 0.9 | 30 | 0.9151 | 0.9272 | 0.9582 | 0.9645 | 0.9726 | 0.9288 | 0.8915 | 0.8924 | 0.8336 |
|  |  |  |  | (0.1117) | (0.2411) | (0.2089) | (0.1919) | (0.1881) | (0.1745) |  |  |  |
|  |  |  | 60 | 0.9442 | 0.9741 | 0.9769 | 0.9305 | 0.9288 | 0.9247 | 0.8905 | 0.8323 | 0.8224 |
|  |  |  |  | (0.1340) | (0.2468) | (0.2325) | (0.2442) | (0.1793) | (0.1714) |  |  |  |
|  |  |  | 100 | 0.9164 | 0.9231 | 0.9427 | 0.9857 | 0.9560 | 0.9611 | 0.8291 | 0.8140 | 0.8831 |
|  |  |  |  | (0.1812) | (0.2137) | (0.2667) | (0.1773) | (0.1251) | (0.1365) |  |  |  |
|  |  |  | 500 | 0.9411 | 0.9693 | 0.9301 | 0.9710 | 0.9755 | 0.9445 | 0.8622 | 0.8679 | 0.8741 |
|  |  |  |  | (0.1346) | (0.1626) | (0.2523) | (0.1131) | (0.0.1312) | (0.1184) |  |  |  |
| 0.3 | 0.3 | 0.3 | 30 | 0.9367 | 0.9134 | 0.9868 | 0.9898 | 0.9404 | 0.9316 | 0.2666 | 0.2202 | 0.2537 |
|  |  |  |  | (0.1941) | (0.2143) | (0.2167) | (0.1519) | (0.1135) | (0.1065) |  |  |  |
|  |  |  | 60 | 0.9055 | 0.9013 | 0.9165 | 0.9609 | 0.9292 | 0.9766 | 0.2168 | 0.2123 | 0.2677 |
|  |  |  |  | (0.1568) | (0.2163) | (0.2103) | (0.1444) | (0.1462) | (0.1414) |  |  |  |
|  |  |  | 100 | 0.9545 | 0.9850 | 0.9913 | 0.9222 | 0.9132 | 0.9627 | 0.2106 | 0.2197 | 0.2779 |
|  |  |  |  | (0.1319) | (0.2131) | (0.2419) | (0.1288) | (0.1241) | (0.1238) |  |  |  |
|  |  |  | 500 | 0.9551 | 0.9811 | 0.9861 | 0.9438 | 0.9582 | 0.9342 | 0.2448 | 0.2862 | 0.2872 |
|  |  |  |  | (0.1881) | (0.2088) | (0.2298) | (0.1658) | (0.1773) | (0.1441) |  |  |  |
| 0.5 | 0.5 | 0.5 | 30 | 0.9131 | 0.9419 | 0.9288 | 0.9142 | 0.9238 | 0.9551 | 0.4811 | 0.4861 | 0.4834 |
|  |  |  |  | (0.1582) | (0.2342) | (0.2484) | (0.1861) | (0.1278) | (0.1188) |  |  |  |
|  |  |  | 60 | 0.9678 | 0.9269 | 0.9581 | 0.9773 | 0.9144 | 0.9252 | 0.4411 | 0.4845 | 0.4275 |
|  |  |  |  | (0.1375) | (0.2013) | (0.2028) | (0.1201) | (0.1346) | (0.1029) |  |  |  |
|  |  |  | 100 | 0.9535 | 0.9852 | 0.9767 | 0.9777 | 0.9752 | 0.9873 | 0.4418 | 0.4299 | 0.4603 |
|  |  |  |  | (0.1116) | (0.2130) | (0.2036) | (0.1366) | (0.1686) | (0.1652) |  |  |  |
|  |  |  | 500 | 0.9578 | 0.9605 | 0.9566 | 0.9504 | 0.9533 | 0.9149 | 0.4877 | 0.4337 | 0.4142 |
|  |  |  |  | (0.1259) | (0.2196) | (0.2538) | (0.1769) | (0.1114) | (0.1203) |  |  |  |

Table 1 (continued)

| $\alpha_{1}$ | $\alpha_{2}$ | $\phi$ | $T$ | $\hat{\beta}_{1}^{[1]}$ | $\hat{\beta}_{2}^{[1]}$ | $\hat{\beta}_{1}^{[2]}$ | $\hat{\beta}_{2}^{[2]}$ | $\hat{\beta}_{1}^{[3]}$ | $\hat{\beta}_{2}^{[3]}$ | $\hat{\alpha_{1}}$ | $\hat{\alpha_{2}}$ | $\hat{\phi}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5 | 0.9 | 0.9 | 30 | 0.9331 | 0.9651 | 0.9559 | 0.9342 | 0.9162 | 0.9486 | 0.4551 | 0.8566 | 0.8567 |
|  |  |  |  | (0.1519) | (0.2627) | (0.2117) | (0.1674) | (0.1787) | (0.1164) |  |  |  |
|  |  |  | 60 | 0.9699 | 0.9249 | 0.9451 | 0.9310 | 0.9241 | 0.9148 | 0.4156 | 0.8511 | 0.8255 |
|  |  |  |  | (0.1698) | (0.2298) | (0.1778) | (0.2147) | (0.1254) | (0.1617) |  |  |  |
|  |  |  | 100 | 0.9663 | 0.9228 | 0.9203 | 0.9411 | 0.9579 | 0.9538 | 0.4196 | 0.8259 | 0.8632 |
|  |  |  |  | (0.1034) | (0.2149) | (0.2057) | (0.1799) | (0.1178) | (0.1336) |  |  |  |
|  |  |  | 500 | 0.9386 | 0.9889 | 0.9025 | 0.9208 | 0.9555 | 0.9701 | 0.4050 | 0.8804 | 0.8882 |
|  |  |  |  | (0.1389) | (0.1506) | (0.2152) | (0.1134) | (0.1069) | (0.1253) |  |  |  |
| $0.9$ | 0.5 | 0.9 | 30 | 0.9265 | 0.9272 | 0.9407 | 0.9543 | 0.9830 | 0.9167 | 0.8237 | 0.4134 | 0.8198 |
|  |  |  |  | (0.1942) | (0.2464) | (0.1233) | (0.1081) | (0.1104) | (0.1183) |  |  |  |
|  |  |  | 60 | 0.9811 | 0.9698 | 0.9821 | 0.9128 | 0.9365 | 0.9147 | 0.8164 | 0.497 | 0.8912 |
|  |  |  |  | (0.1323) | (0.2362) | (0.2137) | (0.1339) | (0.1245) | (0.1590) |  |  |  |
|  |  |  | 100 | 0.9311 | 0.9302 | 0.9986 | 0.9556 | 0.9367 | 0.9749 | 0.8214 | 0.4571 | 0.8961 |
|  |  |  |  | (0.1252) | (0.2131) | (0.2035) | (0.1151) | (0.1752) | (0.1458) |  |  |  |
|  |  |  | 500 | 0.9421 | 0.9292 | 0.9404 | 0.9487 | 0.9157 | 0.9658 | 0.8119 | 0.4292 | 0.8274 |
|  |  |  |  | (0.1098) | (0.2159) | (0.2088) | (0.1135) | (0.1500) | (0.1789) |  |  |  |
| 0.5 | 0.5 | 0.9 | 30 | 0.9202 | 0.9175 | 0.9117 | 0.9918 | 0.9103 | 0.9821 | 0.4654 | 0.4222 | 0.8153 |
|  |  |  |  | (0.1165) | (0.2189) | (0.2058) | (0.1759) | (0.1258) | (0.1155) |  |  |  |
|  |  |  | 60 | 0.9776 | 0.9090 | 0.9307 | 0.9316 | 0.9563 | 0.9482 | 0.4451 | 0.4621 | 0.8874 |
|  |  |  |  | (0.1273) | (0.2245) | (0.2159) | (0.1896) | (0.1907) | (0.1801) |  |  |  |
|  |  |  | 100 | 0.9115 | 0.9678 | 0.9212 | 0.9124 | 0.9102 | 0.9153 | 0.4244 | 0.4235 | 0.8667 |
|  |  |  |  | (0.1356) | (0.2142) | (0.2067) | (0.1210) | (0.1487) | (0.1462) |  |  |  |
|  |  |  | 500 | 0.9521 | 0.9688 | 0.9771 | 0.9509 | 0.9120 | 0.9216 | 0.4518 | 0.4678 | 0.8587 |
|  |  |  |  | (0.1251) | (0.2172) | (0.2167) | (0.1188) | (0.1193) | (0.1666) |  |  |  |

Table 2 Estimates of the parameters and standard errors under Trivariate Poisson model

| $\alpha_{1}$ | $\alpha_{2}$ | $\phi$ | $T$ | $\hat{\beta}_{1}^{[1]}$ | $\hat{\beta}_{2}^{[1]}$ | $\hat{\beta}_{1}^{[2]}$ | $\hat{\beta}_{2}^{[2]}$ | $\hat{\beta}_{1}^{[3]}$ | $\hat{\beta}_{2}^{[3]}$ | $\hat{\alpha_{1}}$ | $\hat{\alpha_{2}}$ | $\hat{\phi}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | 0.3 | 0.9 | 30 | 0.9256 | 0.9674 | 0.9981 | 0.94002 | 0.9982 | 0.9666 | 0.2557 | 0.2412 | 0.8111 |
|  |  |  |  | (0.1246) | (0.2282) | (0.2661) | (0.1956) | (0.1851) | (0.1205 |  |  |  |
|  |  |  | 60 | 0.9601 | 0.9215 | 0.9444 | 0.9799 | 0.9149 | 0.9651 | 0.2299 | 0.2687 | 0.8656 |
|  |  |  |  | (0.1111) | (0.2116) | (0.2195) | (0.1289) | (0.1365) | (0.1009) |  |  |  |
|  |  |  | 100 | 0.9109 | 0.9249 | 0.9239 | 0.9581 | 0.9629 | 0.9249 | 0.2101 | 0.2502 | 0.8288 |
|  |  |  |  | (0.1177) | (0.2158) | (0.2135) | (0.1089) | (0.1405) | (0.1333) |  |  |  |
|  |  |  | 500 | 0.9181 | 0.9575 | 0.9622 | 0.9277 | 0.9155 | 0.9897 | 0.2243 | 0.2384 | 0.8108 |
|  |  |  |  | (0.1901) | (0.2116) | (0.2154) | (0.1991) | (0.1367) | (0.1525) |  |  |  |
| 0.9 | 0.3 | 0.9 | 30 | 0.9331 | 0.9683 | 0.9854 | 0.9240 | 0.9386 | 0.9495 | 0.8922 | 0.2701 | 0.8943 |
|  |  |  |  | (0.1093) | (0.2116) | (0.2411) | (0.1742) | (0.1692) | (0.1812) |  |  |  |
|  |  |  | 60 | 0.9333 | 0.9513 | 0.9091 | 0.9612 | 0.9681 | 0.9178 | 0.8342 | 0.2945 | 0.8479 |
|  |  |  |  | (0.1526) | (0.2287) | (0.2155) | (0.1479) | (0.1337) | (0.1289) |  |  |  |
|  |  |  | 100 | 0.9708 | 0.9283 | 0.9668 | 0.9178 | 0.9765 | 0.9046 | 0.8296 | 0.2740 | 0.8233 |
|  |  |  |  | (0.1247) | (0.2161) | (0.2134) | (0.1122) | (0.1138) | (0.1245) |  |  |  |
|  |  |  | 500 | 0.9622 | 0.9951 | 0.9930 | 0.9478 | 0.9911 | 0.9932 | 0.8358 | 0.2632 | 0.8818 |
|  |  |  |  | (0.1025) | (0.2286) | (0.2239) | (0.1917) | (0.1345) | (0.1668) |  |  |  |
| 0.3 | 0.3 | 0.9 | 30 | 0.9545 | 0.9035 | 0.9366 | 0.9951 | 0.9162 | 0.9724 | 0.2362 | 0.2964 | 0.8295 |
|  |  |  |  | (0.1896) | (0.2232) | (0.2174) | (0.1276) | (0.1481) | (0.1175) |  |  |  |
|  |  |  | 60 | 0.9557 | 0.9095 | 0.9861 | 0.9684 | 0.9340 | 0.9307 | 0.2925 | 0.2118 | 0.8828 |
|  |  |  |  | (0.1768) | (0.2152) | (0.2132) | (0.1909) | (0.1942) | (0.1549) |  |  |  |
|  |  |  | 100 | 0.9651 | 0.9146 | 0.9552 | 0.9266 | 0.9134 | 0.9178 | 0.2721 | 0.2841 | 0.8232 |
|  |  |  |  | (0.1249) | (0.2188) | (0.2342) | (0.1156) | (0.1871) | (0.1090) |  |  |  |
|  |  |  | 500 | 0.9654 | 0.9789 | 0.9632 | 0.9185 | 0.9557 | 0.9742 | 0.2132 | 0.2704 | 0.8211 |
|  |  |  |  | (0.1552) | (0.2140) | (0.2551) | (0.1182) | (0.1507) | (0.1352) |  |  |  |

Table 2 (continued)

| $\alpha_{1}$ | $\alpha_{2}$ | $\phi$ | $T$ | $\hat{\beta}_{1}^{[1]}$ | $\hat{\beta}_{2}^{[1]}$ | $\hat{\beta}_{1}^{[2]}$ | $\hat{\beta}_{2}^{[2]}$ | $\hat{\beta}_{1}^{[3]}$ | $\hat{\beta}_{2}^{[3]}$ | $\hat{\alpha_{1}}$ | $\hat{\alpha_{2}}$ | $\hat{\phi}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | 0.5 | 0.5 | 30 | 0.9781 | 0.9785 | 0.9780 | 0.9219 | 0.9728 | 0.9159 | 0.2372 | 0.4425 | 0.4151 |
|  |  |  |  | (0.1108) | (0.2457) | (0.2222) | (0.1756) | (0.1423) | (0.1526) |  |  |  |
|  |  |  | 60 | 0.9820 | 0.9862 | 0.9851 | 0.9877 | 0.9787 | 0.9872 | 0.2840 | 0.4961 | 0.4825 |
|  |  |  |  | (0.1289) | (0.2154) | (0.2186) | (0.1598) | (0.1812) | (0.1952) |  |  |  |
|  |  |  | 100 | 0.9511 | 0.9268 | 0.9801 | 0.9500 | 0.9459 | 0.9259 | 0.2212 | 0.4511 | 0.4424 |
|  |  |  |  | (0.1277) | (0.2188) | (0.2131) | (0.5081) | (0.1108) | (0.1114) |  |  |  |
|  |  |  | 500 | 0.9109 | 0.9788 | 0.9255 | 0.9288 | 0.9522 | 0.9675 | 0.2710 | 0.4918 | 0.4937 |
|  |  |  |  | (0.1652) | (0.2177) | (0.2428) | (0.1279) | (0.1189) | (0.1247) |  |  |  |
| 0.5 | 0.3 | 0.5 | 30 | 0.9159 | 0.9247 | 0.9598 | 0.9781 | 0.9111 | 0.9237 | 0.4881 | 0.2155 | 0.4981 |
|  |  |  |  | (0.1265) | (0.2010) | (0.2124) | (0.1247) | (0.1465) | (0.1155) |  |  |  |
|  |  |  | 60 | 0.9182 | 0.9378 | 0.9686 | 0.9398 | 0.9818 | 0.9507 | 0.4851 | 0.2111 | 0.4850 |
|  |  |  |  | (0.1411) | (0.2105) | (0.2128) | (0.1399) | (0.1178) | (0.1010) |  |  |  |
|  |  |  | 100 | 0.9511 | 0.9812 | 0.9618 | 0.9532 | 0.9273 | 0.9478 | 0.4362 | 0.2545 | 0.4821 |
|  |  |  |  | (0.1563) | (0.2136) | (0.2141) | (0.1199) | (0.1208) | (0.1173) |  |  |  |
|  |  |  | 500 | 0.9852 | 0.9759 | 0.9584 | 0.9982 | 0.9411 | 0.9654 | 0.4854 | 0.2651 | 0.4626 |
|  |  |  |  | (0.1008) | (0.2179) | (0.2198) | (0.1111) | (0.1549) | (0.1225) |  |  |  |
| 0.5 | 0.5 | 0.3 | 30 | 0.9110 | 0.9225 | 0.9221 | 0.9811 | 0.9241 | 0.9701 | 0.4189 | 0.4449 | 0.2784 |
|  |  |  |  | (0.1358) | (0.2189) | (0.2138) | (0.1285) | (0.1466) | (0.1473) |  |  |  |
|  |  |  | 60 | 0.9753 | 0.9145 | 0.9128 | 0.9123 | 0.9457 | 0.9753 | 0.4258 | 0.4211 | 0.2281 |
|  |  |  |  | (0.1578) | (0.21912) | (0.2125) | (0.1115) | (0.1025) | (0.1721) |  |  |  |
|  |  |  | 100 | 0.9218 | 0.9178 | 0.9727 | 0.9711 | 0.9821 | 0.9618 | 0.4271 | 0.4108 | 0.2987 |
|  |  |  |  | (0.1085) | (0.2091) | (0.2155) | (0.1585) | (0.1726) | (0.1216) |  |  |  |
|  |  |  | 500 | 0.9612 | 0.9321 | 0.9459 | 0.9899 | 0.9148 | 0.9186 | 0.4871 | 0.4511 | 0.2927 |
|  |  |  |  | (0.1171) | (0.2141) | (0.2089) | (0.1910) | (0.1121) | (0.1211) |  |  |  |

## 6 Simulations and Results

In this section, a simulation design is developed under the assumption $\beta_{1}^{\hat{[k]}}=\beta_{2}^{\hat{〔 k]}}=1$ for $k=1,2,3$ and for values of $\alpha_{1}=\alpha_{2}=\phi=0.3,0.5,0.9$ under $I=30,60,100$ and 500. Under each combination of parameters, 5000 simulations were run. Note that the mean parameters $\mu_{i}^{[k]}$ were obtained assuming two sets of covariates [ $x_{i 1}, x_{i 2}$ ] as follows:

$$
x_{i 1}=\left\{\begin{array}{l}
-1 \quad(i=1, \ldots, I / 3) \\
0 \quad(i=(I / 3)+1, \ldots, 2 I), \\
1 \quad(i=2 I+1, \ldots, 3 I)
\end{array}\right.
$$

and $x_{i 2}=\operatorname{rnorm}(1,0,1)$. Using these information, the values of $y_{i}^{[k]}$ were generating using Eqs. (1), (2) and (3) and thereafter, the QL Eq. (7) was solved to obtain the following results.

The results in the Tables 1 and 2 were obtained assuming initial values of the regression parameters under the different variates. The main remarks are the simulation results indicate that the generating process with the various assumed parameters $\hat{\rho}_{1}, \hat{\rho_{2}}, \hat{\alpha_{1}}$ and $\hat{\phi}$ were reliable for all sample sizes. In fact, as the number of time points increase, the estimates come closer to the population values. On the other hand, for small sample size, some non-convergent simulations were noted. For instance, for $T=30$, when $\hat{\rho_{1}}=\hat{\rho_{2}}=0.9$ and $\hat{\alpha_{1}}=0.3$, the simulation failed in 1500 out of 5,000 simulations. Moreover, as the sample size increases to $T=100$ with same parameters, the number of non-convergent simulations increases to 2100 . These failure rates were noted across almost all clusters. The non-convergence was mainly due to the ill-conditioned nature of the covariance matrix which is inevitable here. However, overall, at a cross-sectional level, apart from this computational issue, the estimation procedure works satisfactory well and yields consistent parameter estimates (Tables 1 and 2).

## 7 Conclusion

This paper introduces an observation-driven approach to generate multivariate crosssectional Poisson counts where the count observations were influenced by a number of explanatory variables. As illustrated in previous studies, the MLE approach is quite unfeasible under the multivariate cross-sectional set-up. This paper overcomes this shortcoming through the application of the QL approach which requires only the moments of the responses under the different variates. The QL estimates of the regression parameters were obtained using the Newton-Raphson scheme while the dependence parameters were estimated using the method of moment estimation technique. Through a simulation study, it is noted that this estimation procedure yielded
consistent parameter estimates but with some computational issues in inverting the covariance matrix. Overall, QL works satisfactorily and can be an emerging solution in more complex multivariate solutions.

## References

1. Al-Osh, M.A., Alzaid, A.A.: First-order integer-valued autoregressive (INAR(1)) process. J. Time Ser. Anal. 8, 261-275 (1987)
2. Fahrmeir, L., Tutz, G.: Multivariate Statistical Modelling Based on Generalized Linear Models. Springer (2001)
3. Genest, C., Neslehova, J.: A Primer on copulas for count data. Astin Bull. 37, 475-515 (2007)
4. Jowaheer, V., Sutradhar, B.C.: Analysing longitudinal count data with overdipsersion. Biometrika 89, 389-399 (2002)
5. Karlis, D., Ntzoufras, I.: Analysis of sports data by using bivariate Poisson models. J. R. Stat. Soc. 52, 381-393 (2003)
6. Kocherlakota, S., Kocherlakota, K.: Regression in the bivariate Poisson distribution. Commun. Stat. Theory Methods 30, 815-827 (2001)
7. Mamode Khan, N., Jowaheer, V.: Comparing joint GQL estimation and GMM adaptive estimation in COM-Poisson longitudinal regression model. Commun. Stat. Simul. Comput. 42, 755-770 (2013)
8. McCullagh, P. Nelder, J.A.: Generalized Linear Models. Chapman and Hall (1999)
9. McKenzie, E.: Autoregressive moving-average processes with negative binomial and geometric marginal distrbutions. Adv. Appl. Probab. 18, 679-705 (1986)
10. Nelsen, R.B.: An Introduction to Copulas. Springer (2006)
11. Nikoloulopoulos, A.K., Karlis, D.: Modeling multivariate count data using copulas. Commun. Stat. Simul. Comput. 39(1), 172-187 (2009)
12. Nikoloulopoulos, A.K., Karlis, D.: Regression in a copula model for bivariate count data. J. Appl. Stat. 139, 1555-1568 (2010)
13. Pedeli, X., Karlis, D.: Some properties of multivariate INAR(1) processes. Comput. Stat. Data Anal. 67, 213-225 (2013)
14. Rodrigues-Motta, m., Pinheiro, H.P., Martins, E.G., Araujo, M.S., Reis, S.F.D., Harstad, K. Bellan, J.: Multivariate models for correlated count data. J. Appl. Stat. (2013)
15. Wedderburn, R.: Quasi-likelihood functions, generalized linear models, and the Gauss-Newton method. Biometrika 61, 439-447 (1974)

# Generalized Caputo Type Fractional Inequalities 

George A. Anastassiou


#### Abstract

We establish here generalized Caputo type fractional inequalities of the following kinds: Opial, Ostrowski, Comparison of means, Grüss and Csiszar's fdivergence. Prior to these we derive an interesting generalized fractional representation formula, using it we prove our inequalities.


## 1 Background

Here $A C([a, b])$ stands for the space of absolutely continuous functions from $[a, b]$ into $\mathbb{R}$. Also $f \in A C^{n}([a, b]), n \in \mathbb{N}$, means that $f^{(n-1)} \in A C([a, b])$.

We need
Definition 1 (see also [10, p. 99]) The left and right fractional integrals, respectively, of a function $f$ with respect to given function $g$ are defined as follows:

Let $a, b \in \mathbb{R}, a<b, \alpha>0$. Here $g \in A C([a, b])$ and is strictly increasing, $f \in$ $L_{\infty}([a, b])$. We set

$$
\begin{equation*}
\left(I_{a+; g}^{\alpha} f\right)(x)=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(g(x)-g(t))^{\alpha-1} g^{\prime}(t) f(t) d t, x \geq a, \tag{1}
\end{equation*}
$$

where $\Gamma$ is the gamma function, clearly $\left(I_{a+; g}^{\alpha} f\right)(a)=0, I_{a+; g}^{0} f:=f$ and

$$
\begin{equation*}
\left(I_{b-; g}^{\alpha} f\right)(x)=\frac{1}{\Gamma(\alpha)} \int_{x}^{b}(g(t)-g(x))^{\alpha-1} g^{\prime}(t) f(t) d t, x \leq b, \tag{2}
\end{equation*}
$$

[^27]clearly $\left(I_{b-; g}^{\alpha} f\right)(b)=0, I_{b-; g}^{0} f:=f$.
When $g$ is the identity function $i d$, we get that $I_{a+; i d}^{\alpha}=I_{a+}^{\alpha}$, and $I_{b-; i d}^{\alpha}=I_{b-}^{\alpha}$, the ordinary left and right Riemann-Liouville fractional integrals, where
\[

$$
\begin{equation*}
\left(I_{a+}^{\alpha} f\right)(x)=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(x-t)^{\alpha-1} f(t) d t, x \geq a \tag{3}
\end{equation*}
$$

\]

$\left(I_{a+}^{\alpha} f\right)(a)=0$ and

$$
\begin{equation*}
\left(I_{b-}^{\alpha} f\right)(x)=\frac{1}{\Gamma(\alpha)} \int_{x}^{b}(t-x)^{\alpha-1} f(t) d t, x \leq b \tag{4}
\end{equation*}
$$

$\left(I_{b-}^{\alpha} f\right)(b)=0$.
We also need
Definition 2 (see [1]) Let $\alpha>0,\lceil\alpha\rceil=n,\lceil\cdot\rceil$ the ceiling of the number. Again here $g \in A C([a, b])$ and strictly increasing. We assume that $\left(f \circ g^{-1}\right)^{(n)} \circ g \in$ $L_{\infty}([a, b])$. We define the left generalized $g$-fractional derivative of $f$ of order $\alpha$ as follows:

$$
\begin{equation*}
\left(D_{a+; g}^{\alpha} f\right)(x):=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{x}(g(x)-g(t))^{n-\alpha-1} g^{\prime}(t)\left(f \circ g^{-1}\right)^{(n)}(g(t)) d t \tag{5}
\end{equation*}
$$

$x \geq a$.
If $\alpha \notin \mathbb{N}$, by [1], we have that $D_{a+; g}^{\alpha} f \in C([a, b])$.
We see that

$$
\begin{equation*}
\left(I_{a+; g}^{n-\alpha}\left(\left(f \circ g^{-1}\right)^{(n)} \circ g\right)\right)(x)=\left(D_{a+; g}^{\alpha} f\right)(x), x \geq a \tag{6}
\end{equation*}
$$

We set

$$
\begin{gather*}
D_{a+; g}^{n} f(x):=\left(\left(f \circ g^{-1}\right)^{(n)} \circ g\right)(x),  \tag{7}\\
D_{a+; g}^{0} f(x)=f(x), \forall x \in[a, b] .
\end{gather*}
$$

When $g=i d$, then

$$
\begin{equation*}
D_{a+; g}^{\alpha} f=D_{a+; i d}^{\alpha} f=D_{* a}^{\alpha} f \tag{8}
\end{equation*}
$$

the usual left Caputo fractional derivative.

We will use the following $g$-left fractional generalized Taylor's formula:
Theorem 3 (see [1]) Let $g$ be strictly increasing function and $g \in A C([a, b])$. We assume that $\left(f \circ g^{-1}\right) \in A C^{n}([g(a), g(b)])$, where $\mathbb{N} \ni n=\lceil\alpha\rceil, \alpha>0$. Also we assume that $\left(f \circ g^{-1}\right)^{(n)} \circ g \in L_{\infty}([a, b])$. Then

$$
\begin{align*}
f(x)= & f(a)+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(a))}{k!}(g(x)-g(a))^{k} \\
& +\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(g(x)-g(t))^{\alpha-1} g^{\prime}(t)\left(D_{a+; g}^{\alpha} f\right)(t) d t, \tag{9}
\end{align*}
$$

$\forall x \in[a, b]$. Calling $R_{n}(a, x)$ the remainder of (9), we get that

$$
\begin{equation*}
R_{n}(a, x)=\frac{1}{\Gamma(\alpha)} \int_{g(a)}^{g(x)}(g(x)-z)^{\alpha-1}\left(\left(D_{a+; g}^{\alpha} f\right) \circ g^{-1}\right)(z) d z \tag{10}
\end{equation*}
$$

$\forall x \in[a, b]$.
Remark 4 By [1], $R_{n}(a, x)$ is a continuous function in $x \in[a, b]$. Also, by [9], change of variable in Lebesgue integrals, (10) is valid.

We need
Definition 5 (see [1]) Here we assume that $\left(f \circ g^{-1}\right)^{(n)} \circ g \in L_{\infty}([a, b])$, where $N \ni n=\lceil\alpha\rceil, \alpha>0$. We define the right generalized $g$-fractional derivative of $f$ of order $\alpha$ as follows:

$$
\begin{equation*}
\left(D_{b-; g}^{\alpha} f\right)(x):=\frac{(-1)^{n}}{\Gamma(n-\alpha)} \int_{x}^{b}(g(t)-g(x))^{n-\alpha-1} g^{\prime}(t)\left(f \circ g^{-1}\right)^{(n)}(g(t)) d t \tag{11}
\end{equation*}
$$

all $x \in[a, b]$.
If $\alpha \notin \mathbb{N}$, by [1], we get that $\left(D_{b-; g}^{\alpha} f\right) \in C([a, b])$.
We see that

$$
\begin{equation*}
I_{b-; g}^{n-\alpha}\left((-1)^{n}\left(f \circ g^{-1}\right)^{(n)} \circ g\right)(x)=\left(D_{b-; g}^{\alpha} f\right)(x), a \leq x \leq b \tag{12}
\end{equation*}
$$

We set

$$
\begin{gather*}
D_{b-; g}^{n} f(x)=(-1)^{n}\left(\left(f \circ g^{-1}\right)^{(n)} \circ g\right)(x),  \tag{13}\\
D_{b-; g}^{0} f(x)=f(x), \forall x \in[a, b] .
\end{gather*}
$$

When $g=i d$, then

$$
\begin{equation*}
D_{b-; g}^{\alpha} f(x)=D_{b-; i d}^{\alpha} f(x)=D_{b-}^{\alpha} f \tag{14}
\end{equation*}
$$

the usual right Caputo fractional derivative.
We will use the $g$-right generalized fractional Taylor's formula:
Theorem 6 (see [1]) Let $g$ be strictly increasing function and $g \in A C([a, b])$. We assume that $\left(f \circ g^{-1}\right) \in A C^{n}([g(a), g(b)])$, where $\mathbb{N} \ni n=\lceil\alpha\rceil, \alpha>0$. Also we assume that $\left(f \circ g^{-1}\right)^{(n)} \circ g \in L_{\infty}([a, b])$. Then

$$
\begin{align*}
f(x)= & f(b)+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(b))}{k!}(g(x)-g(b))^{k} \\
& +\frac{1}{\Gamma(\alpha)} \int_{x}^{b}(g(t)-g(x))^{\alpha-1} g^{\prime}(t)\left(D_{b-; g}^{\alpha} f\right)(t) d t \tag{15}
\end{align*}
$$

all $a \leq x \leq b$. Calling $R_{n}(b, x)$ the remainder in (15), we get that

$$
\begin{equation*}
R_{n}(b, x)=\frac{1}{\Gamma(\alpha)} \int_{g(x)}^{g(b)}(z-g(x))^{\alpha-1}\left(\left(D_{b-; g}^{\alpha} f\right) \circ g^{-1}\right)(z) d z \tag{16}
\end{equation*}
$$

$\forall x \in[a, b]$.
Remark 7 By [1], $R_{n}(b, x)$ is a continuous function in $x \in[a, b]$. Also, by [9], change of variable in Lebesgue integrals, (16) is valid.

## 2 Main Results

We give the following representation formula:
Theorem 8 Let $f \in C([a, b])$. Let $g$ be strictly increasing function and $g \in A C$ ([a, b]). We assume that $\left(f \circ g^{-1}\right) \in A C^{n}([g(a), g(b)])$, where $\mathbb{N} \ni n=\lceil\alpha\rceil, \alpha>$ 0 . We also assume that $\left(f \circ g^{-1}\right)^{(n)} \circ g \in L_{\infty}([a, b])$. Then

$$
\begin{align*}
f(y)= & \frac{1}{b-a} \int_{a}^{b} f(x) d x  \tag{17}\\
& -\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x+R_{1}(y),
\end{align*}
$$

for any $y \in[a, b]$, where

$$
\begin{align*}
R_{1}(y)= & \frac{1}{\Gamma(\alpha)(b-a)}\left[\int _ { a } ^ { b } \left(\int_{x}^{y}|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\right.\right.  \tag{18}\\
& \left.\left.\cdot\left[\chi_{[y, b]}(x)\left(D_{y+; g}^{\alpha} f\right)(t)-\chi_{[a, y)}(x)\left(D_{y-; g}^{\alpha} f\right)(t)\right] d t\right) d x\right]
\end{align*}
$$

here $\chi_{A}$ stands for the characteristic function set $A$, where $A$ is an arbitrary set.
One may write also that

$$
\begin{align*}
R_{1}(y)= & -\frac{1}{\Gamma(\alpha)(b-a)}\left[\int_{a}^{y}\left(\int_{x}^{y}(g(t)-g(x))^{\alpha-1} g^{\prime}(t)\left(D_{y-; g}^{\alpha} f\right)(t) d t\right) d x\right. \\
& \left.+\int_{y}^{b}\left(\int_{y}^{x}(g(x)-g(t))^{\alpha-1} g^{\prime}(t)\left(D_{y+; g}^{\alpha} f\right)(t) d t\right) d x\right] \tag{19}
\end{align*}
$$

for any $y \in[a, b]$.
Putting things together, one has

$$
\begin{align*}
f(y)= & \frac{1}{b-a} \int_{a}^{b} f(x) d x-\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x \\
& +\frac{1}{\Gamma(\alpha)(b-a)}\left[\int _ { a } ^ { b } \left(\int_{x}^{y}|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\right.\right.  \tag{20}\\
& {\left.\left.\left[\chi_{[y, b]}(x)\left(D_{y+; g}^{\alpha} f\right)(t)-\chi_{[a, y)}(x)\left(D_{y-; g}^{\alpha} f\right)(t)\right] d t\right) d x\right] }
\end{align*}
$$

In particular, one has

$$
\begin{align*}
& f(y)-\frac{1}{b-a} \int_{a}^{b} f(x) d x+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x \\
= & R_{1}(y) \tag{21}
\end{align*}
$$

for any $y \in[a, b]$.
Proof Here $x, y \in[a, b]$. We keep $y$ as fixed. By Theorem 3 we get:

$$
\begin{align*}
f(x)= & f(y)+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!}(g(x)-g(y))^{k}  \tag{22}\\
& +\frac{1}{\Gamma(\alpha)} \int_{y}^{x}(g(x)-g(t))^{\alpha-1} g^{\prime}(t)\left(D_{y+; g}^{\alpha} f\right)(t) d t
\end{align*}
$$

for any $x \geq y$. By Theorem 6 we get:

$$
\begin{align*}
f(x)= & f(y)+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!}(g(x)-g(y))^{k}  \tag{23}\\
& +\frac{1}{\Gamma(\alpha)} \int_{x}^{y}(g(t)-g(x))^{\alpha-1} g^{\prime}(t)\left(D_{y-; g}^{\alpha} f\right)(t) d t
\end{align*}
$$

for any $x \leq y$. By (22), (23) we notice that

$$
\begin{align*}
\int_{a}^{b} f(x) d x= & \int_{a}^{y} f(x) d x+\int_{y}^{b} f(x) d x  \tag{24}\\
= & \int_{a}^{y} f(y) d x+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!} \int_{a}^{y}(g(x)-g(y))^{k} d x \\
& +\frac{1}{\Gamma(\alpha)} \int_{a}^{y}\left(\int_{x}^{y}(g(t)-g(x))^{\alpha-1} g^{\prime}(t)\left(D_{y-; g}^{\alpha} f\right)(t) d t\right) d x \\
& +\int_{y}^{b} f(y) d x+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!} \int_{y}^{b}(g(x)-g(y))^{k} d x \\
& +\frac{1}{\Gamma(\alpha)} \int_{y}^{b}\left(\int_{y}^{x}(g(x)-g(t))^{\alpha-1} g^{\prime}(t)\left(D_{y+; g}^{\alpha} f\right)(t) d t\right) d x
\end{align*}
$$

## Hence it holds

$$
\begin{align*}
& \frac{1}{b-a} \int_{a}^{b} f(x) d x \\
= & f(y)+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x  \tag{25}\\
& +\frac{1}{\Gamma(\alpha)(b-a)}\left[\int_{a}^{y}\left(\int_{x}^{y}|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\left(D_{y-; g}^{\alpha} f\right)(t) d t\right) d x\right. \\
& \left.+\int_{y}^{b}\left(\int_{y}^{x}|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\left(D_{y+; g}^{\alpha} f\right)(t) d t\right) d x\right]
\end{align*}
$$

Therefore we obtain

$$
\begin{gather*}
f(y)=\frac{1}{b-a} \int_{a}^{b} f(x) d x  \tag{26}\\
-\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x \\
-\frac{1}{\Gamma(\alpha)(b-a)}\left[\int_{a}^{y}\left(\int_{x}^{y}|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\left(D_{y-; g}^{\alpha} f\right)(t) d t\right) d x\right. \\
\left.+\int_{y}^{b}\left(\int_{y}^{x}|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\left(D_{y+; g}^{\alpha} f\right)(t) d t\right) d x\right] .
\end{gather*}
$$

Hence the remainder

$$
\begin{align*}
& R_{1}(y) \\
&:=-\frac{1}{\Gamma(\alpha)(b-a)}\left[\int_{a}^{y}\left(\int_{x}^{y}|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\left(D_{y-; g}^{\alpha} f\right)(t) d t\right) d x\right. \\
&\left.+\int_{y}^{b}\left(\int_{y}^{x}|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\left(D_{y+; g}^{\alpha} f\right)(t) d t\right) d x\right]  \tag{27}\\
&=-\frac{1}{\Gamma(\alpha)(b-a)}\left[\int_{a}^{b} \chi_{[a, y)}(x)\left(\int_{x}^{y}|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\left(D_{y-; g}^{\alpha} f\right)(t) d t\right) d x\right. \\
&\left.+\int_{a}^{b} \chi_{[y, b]}(x)\left(\int_{y}^{x}|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\left(D_{y+; g}^{\alpha} f\right)(t) d t\right) d x\right] \\
&= \frac{1}{\Gamma(\alpha)(b-a)}\left[-\int_{a}^{b}\left(\int_{x}^{y} \chi_{[a, y)}^{y}(x)|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\left(D_{y-; g}^{\alpha} f\right)(t) d t\right) d x\right. \\
&\left.+\int_{a}^{b}\left(\int_{x}^{y} \chi_{[y, b]}^{y}(x)|g(x)-g(t)|^{\alpha-1} g^{\prime}(t)\left(D_{y+; g}^{\alpha} f\right)(t) d t\right) d x\right] . \tag{28}
\end{align*}
$$

The theorem is proved.
Next we present a left fractional Opial type inequality:
Theorem 9 All as in Theorem 8. Additionally assume that $\alpha \geq 1, g \in C^{1}([a, b])$, and $\left(f \circ g^{-1}\right)^{(k)}(g(a))=0$, for $k=0,1, \ldots, n-1$. Let $p, q>1: \frac{1}{p}+\frac{1}{q}=1$. Then

$$
\begin{align*}
& \int_{a}^{x}|f(w)|\left|\left(D_{a+; g}^{\alpha} f\right)(w)\right| g^{\prime}(w) d w \\
\leq & \frac{1}{\Gamma(\alpha) 2^{\frac{1}{q}}}\left(\int_{a}^{x}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}  \tag{29}\\
& \cdot\left(\int_{a}^{x}\left(g^{\prime}(w)\right)^{q}\left|\left(D_{a+; g}^{\alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}}
\end{align*}
$$

$\forall x \in[a, b]$.

Proof By Theorem 3, we have that

$$
\begin{equation*}
f(x)=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(g(x)-g(t))^{\alpha-1} g^{\prime}(t)\left(D_{a+; g}^{\alpha} f\right)(t) d t, \forall x \in[a, b] . \tag{30}
\end{equation*}
$$

Then, by Hölder's inequality we obtain,

$$
\begin{equation*}
|f(x)| \leq \frac{1}{\Gamma(\alpha)}\left(\int_{a}^{x}(g(x)-g(t))^{p(\alpha-1)} d t\right)^{\frac{1}{p}}\left(\int_{a}^{x}\left(g^{\prime}(t)\right)^{q}\left|\left(D_{a+; g}^{\alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}} \tag{31}
\end{equation*}
$$

Call

$$
\begin{equation*}
z(x):=\int_{a}^{x}\left(g^{\prime}(t)\right)^{q}\left|\left(D_{a+; g}^{\alpha} f\right)(t)\right|^{q} d t \tag{32}
\end{equation*}
$$

$z(a)=0$.
Thus

$$
\begin{equation*}
z^{\prime}(x)=\left(g^{\prime}(x)\right)^{q}\left|\left(D_{a+; g}^{\alpha} f\right)(x)\right|^{q} \geq 0 \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(z^{\prime}(x)\right)^{\frac{1}{q}}=g^{\prime}(x)\left|\left(D_{a+; g}^{\alpha} f\right)(x)\right| \geq 0, \quad \forall x \in[a, b] \tag{34}
\end{equation*}
$$

Consequently, we get

$$
\begin{align*}
& |f(w)| g^{\prime}(w)\left|\left(D_{a+; g}^{\alpha} f\right)(w)\right|  \tag{35}\\
\leq & \frac{1}{\Gamma(\alpha)}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right)^{\frac{1}{p}}\left(z(w) z^{\prime}(w)\right)^{\frac{1}{q}},
\end{align*}
$$

$\forall w \in[a, b]$. Then

$$
\begin{align*}
& \int_{a}^{x}|f(w)|\left|\left(D_{a+; g}^{\alpha} f\right)(w)\right| g^{\prime}(w) d w \\
\leq & \frac{1}{\Gamma(\alpha)} \int_{a}^{x}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right)^{\frac{1}{p}}\left(z(w) z^{\prime}(w)\right)^{\frac{1}{q}} d w  \tag{36}\\
\leq & \frac{1}{\Gamma(\alpha)}\left(\int_{a}^{x}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}\left(\int_{a}^{x} z(w) z^{\prime}(w) d w\right)^{\frac{1}{q}}
\end{align*}
$$

$$
\begin{align*}
= & \frac{1}{\Gamma(\alpha)}\left(\int_{a}^{x}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}\left(\frac{z^{2}(x)}{2}\right)^{\frac{1}{q}}  \tag{37}\\
= & \frac{1}{\Gamma(\alpha)}\left(\int_{a}^{x}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}  \tag{38}\\
& \cdot\left(\int_{a}^{x}\left(g^{\prime}(t)\right)^{q}\left|\left(D_{a+; g}^{\alpha} f\right)(t)\right|^{q} d t\right)^{\frac{2}{q}} \cdot 2^{-\frac{1}{q}}
\end{align*}
$$

The theorem is proved.
We also give a right fractional Opial type inequality:
Theorem 10 All as in Theorem 8. Additionally assume that $\alpha \geq 1, g \in C^{1}([a, b])$, and $\left(f \circ g^{-1}\right)^{(k)}(g(b))=0, k=0,1, \ldots, n-1$. Let $p, q>1: \frac{1}{p}+\frac{1}{q}=1$. Then

$$
\begin{align*}
& \int_{x}^{b}|f(w)|\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right| g^{\prime}(w) d w \\
\leq & \frac{1}{2^{\frac{1}{q}} \Gamma(\alpha)}\left(\int_{x}^{b}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}  \tag{39}\\
& \cdot\left(\int_{x}^{b}\left(g^{\prime}(w)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}}
\end{align*}
$$

all $a \leq x \leq b$.
Proof By Theorem 6, we have that

$$
\begin{equation*}
f(x)=\frac{1}{\Gamma(\alpha)} \int_{x}^{b}(g(t)-g(x))^{\alpha-1} g^{\prime}(t)\left(D_{b-; g}^{\alpha} f\right)(t) d t, \text { all } a \leq x \leq b \tag{40}
\end{equation*}
$$

Then, by Hölder's inequality we obtain,

$$
\begin{equation*}
|f(x)| \leq \frac{1}{\Gamma(\alpha)}\left(\int_{x}^{b}(g(t)-g(x))^{p(\alpha-1)} d t\right)^{\frac{1}{p}}\left(\int_{x}^{b}\left(g^{\prime}(t)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}} \tag{41}
\end{equation*}
$$

## Call

$$
\begin{aligned}
& z(x):=\int_{x}^{b}\left(g^{\prime}(t)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(t)\right|^{q} d t, \\
& z(b)=0 .
\end{aligned}
$$

## Hence

$$
\begin{equation*}
z^{\prime}(x)=-\left(g^{\prime}(x)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(x)\right|^{q} \leq 0, \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
-z^{\prime}(x)=\left(g^{\prime}(x)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(x)\right|^{q} \geq 0 \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(-z^{\prime}(x)\right)^{\frac{1}{q}}=g^{\prime}(x)\left|\left(D_{b-; g}^{\alpha} f\right)(x)\right| \geq 0, \forall x \in[a, b] . \tag{45}
\end{equation*}
$$

Consequently, we get

$$
\begin{align*}
& |f(w)| g^{\prime}(w)\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right|  \tag{46}\\
\leq & \frac{1}{\Gamma(\alpha)}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right)^{\frac{1}{p}}\left(z(w)\left(-z^{\prime}(w)\right)\right)^{\frac{1}{q}}
\end{align*}
$$

$\forall w \in[a, b]$. Then

$$
\begin{align*}
& \int_{x}^{b}|f(w)|\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right| g^{\prime}(w) d w  \tag{47}\\
\leq & \frac{1}{\Gamma(\alpha)} \int_{x}^{b}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right)^{\frac{1}{p}}\left(-z(w) z^{\prime}(w)\right)^{\frac{1}{q}} d w \\
\leq & \frac{1}{\Gamma(\alpha)}\left(\int_{x}^{b}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}\left(-\int_{x}^{b} z(w) z^{\prime}(w) d w\right)^{\frac{1}{q}}
\end{align*}
$$

$$
\begin{align*}
= & \frac{1}{\Gamma(\alpha)}\left(\int_{x}^{b}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}\left(\frac{z^{2}(x)}{2}\right)^{\frac{1}{q}}  \tag{48}\\
= & \frac{1}{2^{\frac{1}{q}} \Gamma(\alpha)}\left(\int_{x}^{b}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}  \tag{49}\\
& \cdot\left(\int_{x}^{b}\left(g^{\prime}(t)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(t)\right|^{q} d t\right)^{\frac{2}{q}}
\end{align*}
$$

The theorem is proved.
A left fractional reverse Opial type inequality follows:
Theorem 11 All as in Theorem 8. Additionally assume that $\alpha \geq 1, g \in C^{1}([a, b])$, and $\left(f \circ g^{-1}\right)^{(k)}(g(a))=0$, for $k=0,1, \ldots, n-1$. Let $0<p<1$ and $q<0$ : $\frac{1}{p}+\frac{1}{q}=1$. We assume that $\left(D_{a+; g}^{\alpha} f\right)$ is of fixed sign and nowhere zero. Then

$$
\begin{align*}
& \int_{a}^{x}|f(w)|\left|\left(D_{a+; g}^{\alpha} f\right)(w)\right| g^{\prime}(w) d w \\
\geq & \frac{1}{2^{\frac{1}{q}} \Gamma(\alpha)}\left(\int_{a}^{x}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}  \tag{50}\\
& \cdot\left(\int_{a}^{x}\left(g^{\prime}(w)\right)^{q}\left|\left(D_{a+; g}^{\alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}}
\end{align*}
$$

for all $a<x \leq b$.
Proof For every $x \in[a, b]$, we get again

$$
\begin{equation*}
f(x)=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(g(x)-g(t))^{\alpha-1} g^{\prime}(t)\left(D_{a+; g}^{\alpha} f\right)(t) d t \tag{51}
\end{equation*}
$$

We have by assumption that

$$
\begin{equation*}
|f(w)|=\frac{1}{\Gamma(\alpha)} \int_{a}^{w}(g(w)-g(t))^{\alpha-1} g^{\prime}(t)\left|\left(D_{a+; g}^{\alpha} f\right)(t)\right| d t \tag{52}
\end{equation*}
$$

for $a<w \leq x$. Then, by reverse Hölder's inequality we obtain

$$
\begin{align*}
|f(w)| \geq & \frac{1}{\Gamma(\alpha)}\left(\int_{a}^{w}(g(w)-g(t))^{(\alpha-1) p} d t\right)^{\frac{1}{p}}  \tag{53}\\
& \cdot\left(\int_{a}^{w}\left(g^{\prime}(t)\right)^{q}\left|\left(D_{a+; g}^{\alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}}
\end{align*}
$$

for $a<w \leq x$. Call

$$
\begin{equation*}
z(w):=\int_{a}^{w}\left(g^{\prime}(t)\right)^{q}\left|\left(D_{a+; g}^{\alpha} f\right)(t)\right|^{q} d t \tag{54}
\end{equation*}
$$

$z(a)=0$, all $a \leq w \leq x ; z(w)>0$ on $(a, x]$. Thus

$$
\begin{equation*}
z^{\prime}(w)=\left(g^{\prime}(w)\right)^{q}\left|\left(D_{a+; g}^{\alpha} f\right)(w)\right|^{q}>0, \tag{55}
\end{equation*}
$$

all $a<w \leq x$. Hence

$$
\begin{equation*}
\left(z^{\prime}(w)\right)^{\frac{1}{q}}=g^{\prime}(w)\left|\left(D_{a+; g}^{\alpha} f\right)(w)\right|>0, \tag{56}
\end{equation*}
$$

all $a<w \leq x$. Consequently we get

$$
\begin{align*}
& |f(w)| g^{\prime}(w)\left|\left(D_{a+; g}^{\alpha} f\right)(w)\right|  \tag{57}\\
\geq & \frac{1}{\Gamma(\alpha)}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right)^{\frac{1}{p}}\left(z(w) z^{\prime}(w)\right)^{\frac{1}{q}},
\end{align*}
$$

all $a<w \leq x$. Let $a<\theta \leq w \leq x$ and $\theta \downarrow a$. Then it holds

$$
\begin{align*}
& \int_{a}^{x}|f(w)| g^{\prime}(w)\left|\left(D_{a+; g}^{\alpha} f\right)(w)\right| d w \\
= & \lim _{\theta \downarrow a} \int_{\theta}^{x}|f(w)| g^{\prime}(w)\left|\left(D_{a+; g}^{\alpha} f\right)(w)\right| d w  \tag{58}\\
\geq & \frac{1}{\Gamma(\alpha)} \lim _{\theta \downarrow a} \int_{\theta}^{x}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right)^{\frac{1}{p}}\left(z(w) z^{\prime}(w)\right)^{\frac{1}{q}} d w \\
\geq & \frac{1}{\Gamma(\alpha)} \lim _{\theta \downarrow a}\left(\int_{\theta}^{x}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}} \lim _{\theta \downarrow a}\left(\int_{\theta}^{x} z(w) z^{\prime}(w) d w\right)^{\frac{1}{q}}
\end{align*}
$$

$$
\begin{align*}
& =2^{-\frac{1}{q}} \frac{1}{\Gamma(\alpha)}\left(\int_{a}^{x}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}} \lim _{\theta \downarrow a}\left(z^{2}(x)-z^{2}(\theta)\right)^{\frac{1}{q}} \\
& =2^{-\frac{1}{q}} \frac{1}{\Gamma(\alpha)}\left(\int_{a}^{x}\left(\int_{a}^{w}(g(w)-g(t))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}(z(x))^{\frac{2}{q}} \tag{59}
\end{align*}
$$

The theorem is proved.
A right fractional reverse Opial type inequality follows:
Theorem 12 All as in Theorem 8. Additionally assume that $\alpha \geq 1, g \in C^{1}([a, b])$, and $\left(f \circ g^{-1}\right)^{(k)}(g(b))=0$, for $k=0,1, \ldots, n-1$. Let $0<p<1$ and $q<0$ : $\frac{1}{p}+\frac{1}{q}=1$. We assume that $\left(D_{b-; g}^{\alpha} f\right)$ is of fixed sign and nowhere zero. Then

$$
\begin{align*}
& \int_{x}^{b}|f(w)|\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right| g^{\prime}(w) d w \\
\geq & \frac{1}{2^{\frac{1}{q}} \Gamma(\alpha)}\left(\int_{x}^{b}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}  \tag{60}\\
& \left(\int_{x}^{b}\left(g^{\prime}(w)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}}
\end{align*}
$$

for all $a \leq x<b$.
Proof As before it holds

$$
\begin{equation*}
f(x)=\frac{1}{\Gamma(\alpha)} \int_{x}^{b}(g(t)-g(x))^{\alpha-1} g^{\prime}(t)\left(D_{b-; g}^{\alpha} f\right)(t) d t \tag{61}
\end{equation*}
$$

$a \leq x \leq b$. We also have that

$$
\begin{equation*}
|f(w)|=\frac{1}{\Gamma(\alpha)} \int_{x}^{b}(g(t)-g(w))^{\alpha-1} g^{\prime}(t)\left|\left(D_{b-; g}^{\alpha} f\right)(t)\right| d t \tag{62}
\end{equation*}
$$

$x \leq w<b$. Then it holds

$$
\begin{align*}
|f(w)| \geq & \frac{1}{\Gamma(\alpha)}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right)^{\frac{1}{p}}  \tag{63}\\
& \cdot\left(\int_{w}^{b}\left(g^{\prime}(t)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}}
\end{align*}
$$

$x \leq w<b$. Call

$$
\begin{equation*}
z(w):=\int_{w}^{b}\left(g^{\prime}(t)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(t)\right|^{q} d t=-\int_{b}^{w}\left(g^{\prime}(t)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(t)\right|^{q} d t \tag{64}
\end{equation*}
$$

$z(b)=0$, all $x \leq w \leq b ; z(w)>0$ on $[x, b)$. Thus

$$
\begin{equation*}
z^{\prime}(w)=-\left(g^{\prime}(w)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right|^{q} \tag{65}
\end{equation*}
$$

and

$$
\begin{equation*}
-z^{\prime}(w)=\left(g^{\prime}(w)\right)^{q}\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right|^{q}>0 \tag{66}
\end{equation*}
$$

all $x \leq w<b$, and

$$
\begin{equation*}
\left(-z^{\prime}(w)\right)^{\frac{1}{q}}=g^{\prime}(w)\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right|>0 \tag{67}
\end{equation*}
$$

all $x \leq w<b$. Consequently we get

$$
\begin{align*}
& |f(w)| g^{\prime}(w)\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right|  \tag{68}\\
\geq & \frac{1}{\Gamma(\alpha)}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right)^{\frac{1}{p}}\left(-z(w) z^{\prime}(w)\right)^{\frac{1}{q}}
\end{align*}
$$

all $x \leq w<b$. Let $x \leq w \leq \theta<b$ and $\theta \uparrow b$. Then we obtain

$$
\begin{align*}
& \int_{x}^{b}|f(w)| g^{\prime}(w)\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right| d w \\
= & \lim _{\theta \uparrow b} \int_{x}^{\theta}|f(w)| g^{\prime}(w)\left|\left(D_{b-; g}^{\alpha} f\right)(w)\right| d w \tag{69}
\end{align*}
$$

$$
\begin{align*}
\geq & \frac{1}{\Gamma(\alpha)} \lim _{\theta \uparrow b} \int_{x}^{\theta}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right)^{\frac{1}{p}}\left(-z(w) z^{\prime}(w)\right)^{\frac{1}{q}} d w \\
\geq & \frac{1}{\Gamma(\alpha)} \lim _{\theta \uparrow b}\left(\int_{x}^{\theta}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}} \\
& \cdot \lim _{\theta \uparrow b}\left(\int_{x}^{\theta}\left(-z(w) z^{\prime}(w)\right) d w\right)^{\frac{1}{q}} \\
= & 2^{-\frac{1}{q}} \frac{1}{\Gamma(\alpha)}\left(\int_{x}^{b}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}  \tag{70}\\
& \cdot \lim _{\theta \uparrow b}\left(z^{2}(x)-z^{2}(\theta)\right)^{\frac{1}{q}} \\
= & 2^{-\frac{1}{q}} \frac{1}{\Gamma(\alpha)}\left(\int_{x}^{b}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}  \tag{71}\\
& \cdot\left(z^{2}(x)-z^{2}(b)\right)^{\frac{1}{q}} \\
= & \frac{1}{\Gamma(\alpha) 2^{\frac{1}{q}}}\left(\int_{x}^{b}\left(\int_{w}^{b}(g(t)-g(w))^{p(\alpha-1)} d t\right) d w\right)^{\frac{1}{p}}(z(x))^{\frac{2}{q}} . \tag{72}
\end{align*}
$$

The theorem is proved.
Two extreme fractional Opial type inequalities follow (case $p=1, q=\infty$ ).
Theorem 13 All as in Theorem 8. Assume that $\left(f \circ g^{-1}\right)^{(k)}(g(a))=0, k=0,1$, $\ldots, n-1$. Then

$$
\begin{equation*}
\int_{a}^{x}|f(w)|\left|D_{a+; g}^{\alpha} f(w)\right| d w \leq \frac{\left\|D_{a+; g}^{\alpha} f\right\|_{\infty}^{2}}{\Gamma(\alpha+1)}\left(\int_{a}^{x}(g(w)-g(a))^{\alpha} d w\right) \tag{73}
\end{equation*}
$$

all $a \leq x \leq b$.
Proof For any $w \in[a, b]$, we have that

$$
\begin{equation*}
f(x)=\frac{1}{\Gamma(\alpha)} \int_{a}^{w}(g(w)-g(t))^{\alpha-1} g^{\prime}(t)\left(D_{a+; g}^{\alpha} f\right)(t) d t \tag{74}
\end{equation*}
$$

and

$$
\begin{align*}
|f(x)| & \leq \frac{1}{\Gamma(\alpha)}\left(\int_{a}^{w}(g(w)-g(t))^{\alpha-1} g^{\prime}(t) d t\right)\left\|D_{a+; g}^{\alpha} f\right\|_{\infty} \\
& =\frac{\left\|D_{a+; g}^{\alpha} f\right\|_{\infty}}{\Gamma(\alpha+1)}(g(w)-g(a))^{\alpha} . \tag{75}
\end{align*}
$$

Hence we obtain

$$
\begin{equation*}
|f(w)|\left|D_{a+; g}^{\alpha} f(w)\right| \leq \frac{\left\|D_{a+; g}^{\alpha} f\right\|_{\infty}^{2}}{\Gamma(\alpha+1)}(g(w)-g(a))^{\alpha} . \tag{76}
\end{equation*}
$$

Integrating (76) over $[a, x]$ we derive (73).
Theorem 14 All as in Theorem 8. Assume that $\left(f \circ g^{-1}\right)^{(k)}(g(b))=0, k=0,1$, $\ldots, n-1$. Then

$$
\begin{equation*}
\int_{x}^{b}|f(w)|\left|D_{b-; g}^{\alpha} f(w)\right| d w \leq \frac{\left\|D_{b-; g}^{\alpha} f\right\|_{\infty}^{2}}{\Gamma(\alpha+1)}\left(\int_{x}^{b}(g(b)-g(w))^{\alpha} d w\right) \tag{77}
\end{equation*}
$$

all $a \leq x \leq b$.
Proof For any $w \in[a, b]$, we have

$$
\begin{equation*}
f(x)=\frac{1}{\Gamma(\alpha)} \int_{w}^{b}(g(t)-g(w))^{\alpha-1} g^{\prime}(t)\left(D_{b-; g}^{\alpha} f\right)(t) d t \tag{78}
\end{equation*}
$$

and

$$
\begin{align*}
|f(x)| & \leq \frac{1}{\Gamma(\alpha)}\left(\int_{w}^{b}(g(t)-g(w))^{\alpha-1} g^{\prime}(t) d t\right)\left\|D_{b-; g}^{\alpha} f\right\|_{\infty} \\
& =\frac{\left\|D_{b-; g}^{\alpha} f\right\|_{\infty}}{\Gamma(\alpha+1)}(g(b)-g(w))^{\alpha} . \tag{79}
\end{align*}
$$

## Hence we obtain

$$
\begin{equation*}
|f(w)|\left|D_{b-; g}^{\alpha} f(w)\right| \leq \frac{\left\|D_{b-; g}^{\alpha} f\right\|_{\infty}^{2}}{\Gamma(\alpha+1)}(g(b)-g(w))^{\alpha} \tag{80}
\end{equation*}
$$

Integrating (80) over $[x, b]$ we derive (77).
Next we present three fractional Ostrowski type inequalities:
Theorem 15 All as in Theorem 8. Then

$$
\begin{align*}
& \left|f(y)-\frac{1}{b-a} \int_{a}^{b} f(x) d x+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x\right| \\
\leq & \frac{1}{\Gamma(\alpha+1)(b-a)}  \tag{81}\\
& \cdot\left[(g(y)-g(a))^{\alpha}(y-a)\left\|D_{y-; g}^{\alpha} f\right\|_{\infty}+(g(b)-g(y))^{\alpha}(b-y)\left\|D_{y+; g}^{\alpha} f\right\|_{\infty}\right],
\end{align*}
$$

any $y \in[a, b]$.
Proof Define

$$
\begin{align*}
\left(D_{y+; g}^{\alpha} f\right)(t)= & 0, \text { for } t<y,  \tag{82}\\
& \text { and } \\
\left(D_{y-; g}^{\alpha} f\right)(t)= & 0, \text { for } t>y .
\end{align*}
$$

Notice for $0<\alpha \notin \mathbb{N}$ that

$$
\begin{align*}
& \left|\left(D_{a+; g}^{\alpha} f\right)(x)\right| \\
\leq & \frac{1}{\Gamma(n-\alpha)}\left(\int_{a}^{x}(g(x)-g(t))^{n-\alpha-1} g^{\prime}(t) d t\right)\left\|\left(f \circ g^{-1}\right)^{(n)} \circ g\right\|_{\infty} \\
= & \frac{1}{\Gamma(n-\alpha)} \frac{(g(x)-g(a))^{n-\alpha}}{(n-\alpha)}\left\|\left(f \circ g^{-1}\right)^{(n)} \circ g\right\|_{\infty}  \tag{83}\\
= & \frac{1}{\Gamma(n-\alpha+1)}(g(x)-g(a))^{n-\alpha}\left\|\left(f \circ g^{-1}\right)^{(n)} \circ g\right\|_{\infty} .
\end{align*}
$$

Hence

$$
\begin{equation*}
\left(D_{a+; g}^{\alpha} f\right)(a)=0 \tag{84}
\end{equation*}
$$

## Similarly it holds

$$
\begin{align*}
& \left|\left(D_{b-; g}^{\alpha} f\right)(x)\right| \\
\leq & \frac{1}{\Gamma(n-\alpha)}\left(\int_{x}^{b}(g(t)-g(x))^{n-\alpha-1} g^{\prime}(t) d t\right)\left\|\left(f \circ g^{-1}\right)^{(n)} \circ g\right\|_{\infty} \\
= & \frac{1}{\Gamma(n-\alpha)} \frac{(g(b)-g(x))^{n-\alpha}}{(n-\alpha)}\left\|\left(f \circ g^{-1}\right)^{(n)} \circ g\right\|_{\infty}  \tag{85}\\
= & \frac{1}{\Gamma(n-\alpha+1)}(g(b)-g(x))^{n-\alpha}\left\|\left(f \circ g^{-1}\right)^{(n)} \circ g\right\|_{\infty}
\end{align*}
$$

Hence

$$
\begin{equation*}
\left(D_{b-; g}^{\alpha} f\right)(b)=0 \tag{86}
\end{equation*}
$$

I.e.

$$
\begin{equation*}
\left(D_{y+; g}^{\alpha} f\right)(y)=0, \quad\left(D_{y-; g}^{\alpha} f\right)(y)=0, \tag{87}
\end{equation*}
$$

$0<\alpha \notin \mathbb{N}$, any $y \in[a, b]$. We observe that

$$
\begin{align*}
&\left|R_{1}(y)\right| \\
& \stackrel{(19)}{\leq} \frac{1}{\Gamma(\alpha)(b-a)}\left[\left(\int_{a}^{y}\left(\int_{x}^{y}(g(t)-g(x))^{\alpha-1} g^{\prime}(t) d t\right) d x\right)\left\|D_{y-; g}^{\alpha} f\right\|_{\infty}\right. \\
&\left.+\left(\int_{y}^{b}\left(\int_{y}^{x}(g(x)-g(t))^{\alpha-1} g^{\prime}(t) d t\right) d x\right)\left\|D_{y+; g}^{\alpha} f\right\|_{\infty}\right] \\
&= \frac{1}{\Gamma(\alpha)(b-a)}\left[\left(\int_{a}^{y} \frac{(g(y)-g(x))^{\alpha}}{\alpha} d x\right)\left\|D_{y-; g}^{\alpha} f\right\|_{\infty}\right. \\
&\left.+\left(\int_{y}^{b} \frac{(g(x)-g(y))^{\alpha}}{\alpha} d x\right)\left\|D_{y+; g}^{\alpha} f\right\|_{\infty}\right] \\
& \leq \frac{1}{\Gamma(\alpha+1)(b-a)}\left[(g(y)-g(a))^{\alpha}(y-a)\left\|D_{y-; g}^{\alpha} f\right\|_{\infty}\right.  \tag{89}\\
&\left.+(g(b)-g(y))^{\alpha}(b-y)\left\|D_{y+; g}^{\alpha} f\right\|_{\infty}\right] .
\end{align*}
$$

We have proved that

$$
\begin{align*}
\left|R_{1}(y)\right| \leq & \frac{1}{\Gamma(\alpha+1)(b-a)}\left[(g(y)-g(a))^{\alpha}(y-a)\left\|D_{y-; g}^{\alpha} f\right\|_{\infty}\right.  \tag{90}\\
& \left.+(g(b)-g(y))^{\alpha}(b-y)\left\|D_{y+; g}^{\alpha} f\right\|_{\infty}\right]
\end{align*}
$$

any $y \in[a, b]$. We have established the theorem.
Theorem 16 All as in Theorem 8. Here we take $\alpha \geq 1$. Then

$$
\begin{align*}
& \left|f(y)-\frac{1}{b-a} \int_{a}^{b} f(x) d x+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x\right| \\
\leq & \frac{1}{\Gamma(\alpha)(b-a)}\left[\left\|\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(a), g(y)]}(y-a)(g(y)-g(a))^{\alpha-1}\right. \\
& \left.+\left\|\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(y), g(b)]}(b-y)(g(b)-g(y))^{\alpha-1}\right] . \tag{91}
\end{align*}
$$

## Proof We can rewrite

$$
\begin{align*}
& R_{1}(y)  \tag{92}\\
&=-\frac{1}{\Gamma(\alpha)(b-a)}\left[\int_{a}^{y}\left(\int_{g(x)}^{g(y)}(z-g(x))^{\alpha-1}\left(\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right)(z) d z\right) d x\right. \\
&\left.+\int_{y}^{b}\left(\int_{g(y)}^{g(x)}(g(x)-z)^{\alpha-1}\left(\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right)(z) d z\right) d x\right] .
\end{align*}
$$

We assumed $\alpha \geq 1$, then

$$
\begin{align*}
&\left|R_{1}(y)\right|  \tag{93}\\
& \leq \frac{1}{\Gamma(\alpha)(b-a)}\left[\int_{a}^{y}\left(\int_{g(x)}^{g(y)}(z-g(x))^{\alpha-1}\left|\left(\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right)(z)\right| d z\right) d x\right. \\
&\left.+\int_{y}^{b}\left(\int_{g(y)}^{g(x)}(g(x)-z)^{\alpha-1}\left|\left(\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right)(z)\right| d z\right) d x\right] \\
& \leq \frac{1}{\Gamma(\alpha)(b-a)}\left[\left(\int_{a}^{y}\left(\int_{g(x)}^{g(y)}\left|\left(\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right)(z)\right| d z\right) d x\right)(g(y)-g(a))^{\alpha-1}\right. \\
&\left.+\left(\int_{y}^{b}\left(\int_{g(y)}^{g(x)}\left|\left(\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right)(z)\right| d z\right) d x\right)(g(b)-g(y))^{\alpha-1}\right]
\end{align*}
$$

$$
\begin{align*}
\leq & \frac{1}{\Gamma(\alpha)(b-a)}\left[\left\|\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(a), g(y)]}(y-a)(g(y)-g(a))^{\alpha-1}\right. \\
& \left.+\left\|\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(y), g(b)]}(b-y)(g(b)-g(y))^{\alpha-1}\right] \tag{94}
\end{align*}
$$

So when $\alpha \geq 1$, we obtained

$$
\begin{align*}
& \left|R_{1}(y)\right|  \tag{95}\\
\leq & \frac{1}{\Gamma(\alpha)(b-a)}\left[\left\|\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(a), g(y)]}(y-a)(g(y)-g(a))^{\alpha-1}\right. \\
& \left.+\left\|\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(y), g(b)]}(b-y)(g(b)-g(y))^{\alpha-1}\right] .
\end{align*}
$$

Clearly here $g^{-1}$ is continuous, thus $\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1} \in C([g(a), g(y)])$, and $\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1} \in C([g(y), g(b)])$. Therefore

$$
\begin{equation*}
\left\|\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(a), g(y)]},\left\|\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(y), g(b)]}<\infty \tag{96}
\end{equation*}
$$

The proof of the theorem now is complete.
Theorem 17 All as in Theorem 8. Let p, $q>1: \frac{1}{p}+\frac{1}{q}=1, \alpha>\frac{1}{q}$. Then

$$
\begin{align*}
& \left|f(y)-\frac{1}{b-a} \int_{a}^{b} f(x) d x+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x\right| \\
\leq & \frac{1}{\Gamma(\alpha)(b-a)(p(\alpha-1)+1)^{\frac{1}{p}}}  \tag{97}\\
& \cdot\left[(g(y)-g(a))^{\alpha-1+\frac{1}{p}}(y-a)\left\|\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q,[g(a), g(y)]}\right. \\
& \left.+(g(b)-g(y))^{\alpha-1+\frac{1}{p}}(b-y)\left\|\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q,[g(y), g(b)]}\right]
\end{align*}
$$

Proof Here we use (92). We get that

$$
\begin{aligned}
&\left|R_{1}(y)\right| \\
& \leq \frac{1}{\Gamma(\alpha)(b-a)}\left[\int_{a}^{y}\left(\int_{g(x)}^{g(y)}(z-g(x))^{p(\alpha-1)} d z\right)^{\frac{1}{p}}\right. \\
& \cdot\left(\int_{g(x)}^{g(y)}\left|\left(\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right)(z)\right|^{q} d z\right)^{\frac{1}{q}} d x+\int_{y}^{b}\left(\int_{g(y)}^{g(x)}(g(x)-z)^{p(\alpha-1)} d z\right)^{\frac{1}{p}} \\
&\left.\cdot\left(\int_{g(y)}^{g(x)}\left|\left(\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right)(z)\right|^{q} d z\right)^{\frac{1}{q}} d x\right]
\end{aligned}
$$

$$
\begin{align*}
\leq & \frac{1}{\Gamma(\alpha)(b-a)}\left[\left(\int_{a}^{y} \frac{(g(y)-g(x))^{(\alpha-1)+\frac{1}{p}}}{(p(\alpha-1)+1)^{\frac{1}{p}}} d x\right)\left\|\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q,[g(a), g(y)]}\right. \\
& \left.+\left(\int_{a}^{y} \frac{(g(x)-g(y))^{(\alpha-1)+\frac{1}{p}}}{(p(\alpha-1)+1)^{\frac{1}{p}}} d x\right)\left\|\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q,[g(y), g(b)]}\right] \tag{98}
\end{align*}
$$

(here it is $\alpha-1+\frac{1}{p}>0$ ). Hence it holds

$$
\begin{align*}
& \left|R_{1}(y)\right| \\
\leq & \frac{1}{\Gamma(\alpha)(b-a)(p(\alpha-1)+1)^{\frac{1}{p}}}  \tag{99}\\
& \cdot\left[(g(y)-g(a))^{\alpha-1+\frac{1}{p}}(y-a)\left\|\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q,[g(a), g(y)]}\right. \\
& \left.+(g(b)-g(y))^{\alpha-1+\frac{1}{p}}(b-y)\left\|\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q,[g(y), g(b)]}\right] .
\end{align*}
$$

Clearly here

$$
\left\|\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q,[g(a), g(y)]},\left\|\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q,[g(y), g(b)]}<\infty .
$$

We have proved the theorem.
We make
Remark 18 Let $\mu$ be a finite positive measure of mass $m>0$ on $([c, d], \mathscr{P}([c, d]))$, with $[c, d] \subseteq[a, b]$, where $\mathscr{P}$ stands for the power set.

We found that (by Theorem 8)

$$
\begin{align*}
& f(y)-\frac{1}{b-a} \int_{a}^{b} f(x) d x+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x \\
= & -\frac{1}{\Gamma(\alpha)(b-a)}\left[\int_{a}^{y}\left(\int_{g(x)}^{g(y)}(z-g(x))^{\alpha-1}\left(\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right)(z) d z\right) d x\right. \\
& \left.+\int_{y}^{b}\left(\int_{g(y)}^{g(x)}(g(x)-z)^{\alpha-1}\left(\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right)(z) d z\right) d x\right] . \tag{100}
\end{align*}
$$

Then we have

$$
\begin{align*}
& M_{n}(f, g) \\
:= & \frac{1}{m} \int_{[c, d]} f(y) d \mu(y)-\frac{1}{b-a} \int_{a}^{b} f(x) d x \\
& +\sum_{k=1}^{n-1} \frac{1}{k!(b-a)} \frac{1}{m} \int_{[c, d]}\left(\int_{a}^{b}\left(f \circ g^{-1}\right)^{(k)}(g(y))(g(x)-g(y))^{k} d x\right) d \mu(y) \\
= & -\frac{1}{\Gamma(\alpha)(b-a) m}\left[\int _ { [ c , d ] } \left\{\int_{a}^{y}\left(\int_{g(x)}^{g(y)}(z-g(x))^{\alpha-1}\left(\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right)(z) d z\right) d x\right.\right. \\
& \left.\left.+\int_{y}^{b}\left(\int_{g(y)}^{g(x)}(g(x)-z)^{\alpha-1}\left(\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right)(z) d z\right) d x\right\} d \mu(y)\right]  \tag{101}\\
= & \frac{1}{m} \int_{[c, d]}^{R} R_{1}(y) d \mu(y) . \tag{102}
\end{align*}
$$

We present the following fractional comparison of means inequalities:

## Theorem 19 All as in Theorem 8. Then

1. 

$$
\begin{align*}
\leq & \left|M_{n}(f, g)\right| \\
\leq & \frac{1}{\Gamma(\alpha+1)(b-a) m}\left[\int _ { [ c , d ] } \left[(g(y)-g(a))^{\alpha}(y-a)\left\|D_{y-; g}^{\alpha} f\right\|_{\infty}\right.\right. \\
& \left.\left.+(g(b)-g(y))^{\alpha}(b-y)\left\|D_{y+; g}^{\alpha} f\right\|_{\infty}\right] d \mu(y)\right] \tag{103}
\end{align*}
$$

2. if $\alpha \geq 1$, we get:

$$
\begin{align*}
& \left|M_{n}(f, g)\right| \\
\leq & \frac{1}{\Gamma(\alpha)(b-a) m}\left[\int _ { [ c , d ] } \left[\left\|\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(a), g(y)]}(y-a)(g(y)-g(a))^{\alpha-1}\right.\right. \\
& \left.\left.+\left\|\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(y), g(b)]}(b-y)(g(b)-g(y))^{\alpha-1}\right] d \mu(y)\right], \tag{104}
\end{align*}
$$

3. if $p, q>1: \frac{1}{p}+\frac{1}{q}=1, \alpha>\frac{1}{q}$, we get:

$$
\begin{align*}
& \left|M_{n}(f, g)\right| \\
\leq & \frac{1}{\Gamma(\alpha)(b-a) m}\left[\int _ { [ c , d ] } \left[\int_{a}^{y}\left(\int_{g(x)}^{g(y)}(z-g(x))^{p(\alpha-1)} d z\right)^{\frac{1}{p}}\right.\right. \\
& \cdot\left(\int_{g(x)}^{g(y)}\left|\left(\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right)(z)\right|^{q} d z\right)^{\frac{1}{q}} d x+\int_{y}^{b}\left(\int_{g(y)}^{g(x)}(g(x)-z)^{p(\alpha-1)} d z\right)^{\frac{1}{p}} \\
& \left.\left.\cdot\left(\int_{g(y)}^{g(x)}\left|\left(\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right)(z)\right|^{q} d z\right)^{\frac{1}{q}} d x\right] d \mu(y)\right] \tag{105}
\end{align*}
$$

Proof By Theorems 15, 16, 17, for (103), (104), ( 105), respectively.
Next we give some fractional Grüss type inequalities:
Theorem 20 Let $f, h$ as in Theorem 8. Here $R_{1}(y)$ will be renamed as $R_{1}(f, y)$, so we can consider $R_{1}(h, y)$. Then

1 .

$$
\begin{align*}
\Delta_{n}(f, h):= & \frac{1}{b-a} \int_{a}^{b} f(x) h(x) d x-\frac{\left(\int_{a}^{b} f(x) d x\right)\left(\int_{a}^{b} h(x) d x\right)}{(b-a)^{2}} \\
& +\frac{1}{2(b-a)^{2}} \sum_{k=1}^{n-1} \frac{1}{k!}\left[\int _ { a } ^ { b } \left(\int _ { a } ^ { b } \left(h(y)\left(f \circ g^{-1}\right)^{(k)}(g(y))\right.\right.\right. \\
& \left.\left.\left.+f(y)\left(h \circ g^{-1}\right)^{(k)}(g(y))\right)(g(x)-g(y))^{k} d x\right) d y\right] \\
= & \frac{1}{2(b-a)}\left[\int_{a}^{b}\left(h(y) R_{1}(f, y)+f(y) R_{1}(h, y)\right) d y\right]  \tag{106}\\
= & K_{n}(f, h),
\end{align*}
$$

2. it holds

$$
\begin{aligned}
& \left|\Delta_{n}(f, h)\right| \\
\leq & \frac{(g(b)-g(a))^{\alpha}}{2 \Gamma(\alpha+1)}\left[\|h\|_{\infty}\left(\sup _{y \in[a, b]}\left(\left\|D_{y-; g}^{\alpha} f\right\|_{\infty}+\left\|D_{y+; g}^{\alpha} f\right\|_{\infty}\right)\right)\right. \\
& \left.+\|f\|_{\infty}\left(\sup _{y \in[a, b]}\left(\left\|D_{y-; g}^{\alpha} h\right\|_{\infty}+\left\|D_{y+; g}^{\alpha} h\right\|_{\infty}\right)\right)\right],
\end{aligned}
$$

3. if $\alpha \geq 1$, we get:

$$
\begin{align*}
& \left|\Delta_{n}(f, h)\right|  \tag{108}\\
\leq & \frac{1}{2 \Gamma(\alpha)(b-a)}(g(b)-g(a))^{\alpha-1} \\
& \cdot\left\{\|h\|_{1}\left(\sup _{y \in[a, b]}\left(\left\|\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(a), g(b)]}+\left\|\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(a), g(b)]}\right)\right)\right. \\
& \left.+\|f\|_{1}\left(\sup _{y \in[a, b]}\left(\left\|\left(D_{y-; g}^{\alpha} h\right) \circ g^{-1}\right\|_{1,[g(a), g(b)]}+\left\|\left(D_{y+; g}^{\alpha} h\right) \circ g^{-1}\right\|_{1,[g(a), g(b)]}\right)\right)\right\},
\end{align*}
$$

4. if $p, q>1: \frac{1}{p}+\frac{1}{q}=1, \alpha>\frac{1}{q}$, we get:

$$
\begin{align*}
& \left|\Delta_{n}(f, h)\right|  \tag{109}\\
\leq & \frac{(g(b)-g(a))^{\alpha-1+\frac{1}{p}}}{2 \Gamma(\alpha)(p(\alpha-1)+1)^{\frac{1}{p}}} . \\
& \left\{\|h\|_{\infty}\left(\sup _{y \in[a, b]}\left(\left\|\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q,[g(a), g(b)]}+\left\|\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q,[g(a), g(b)]}\right)\right)\right. \\
& \left.+\|f\|_{\infty}\left(\sup _{y \in[a, b]}\left(\left\|\left(D_{y-; g^{\alpha}}^{\alpha}\right) \circ g^{-1}\right\|_{q,[g(a), g(b)]}+\left\|\left(D_{y+; g^{\alpha}}^{\alpha}\right) \circ g^{-1}\right\|_{q,[g(a), g(b)]}\right)\right)\right\} .
\end{align*}
$$

All right hand sides of (107)-(109) are finite.
Proof By Theorem 8 we have

$$
\begin{align*}
& h(y) f(y) \\
= & \frac{h(y)}{b-a} \int_{a}^{b} f(x) d x  \tag{110}\\
& -\sum_{k=1}^{n-1} \frac{h(y)\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x+h(y) R_{1}(f, y),
\end{align*}
$$

and

$$
\begin{align*}
& f(y) h(y) \\
= & \frac{f(y)}{b-a} \int_{a}^{b} h(x) d x  \tag{111}\\
& -\sum_{k=1}^{n-1} \frac{f(y)\left(h \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x+f(y) R_{1}(h, y),
\end{align*}
$$

$\forall y \in[a, b]$. Then integrating (110) we find

$$
\begin{align*}
& \int_{a}^{b} h(y) f(y) d y \\
= & \frac{\left(\int_{a}^{b} h(y) d y\right)}{b-a}\left(\int_{a}^{b} f(x) d x\right)  \tag{112}\\
& -\sum_{k=1}^{n-1} \frac{1}{k!(b-a)} \int_{a}^{b} \int_{a}^{b} h(y)\left(f \circ g^{-1}\right)^{(k)}(g(y))(g(x)-g(y))^{k} d x d y \\
& +\int_{a}^{b} h(y) R_{1}(f, y) d y
\end{align*}
$$

and integrating (111) we obtain

$$
\begin{align*}
& \int_{a}^{b} f(y) h(y) d y \\
= & \frac{\left(\int_{a}^{b} f(y) d y\right)\left(\int_{a}^{b} h(x) d x\right)}{b-a}  \tag{113}\\
& -\sum_{k=1}^{n-1} \frac{1}{k!(b-a)} \int_{a}^{b} \int_{a}^{b} f(y)\left(h \circ g^{-1}\right)^{(k)}(g(y))(g(x)-g(y))^{k} d x d y \\
& +\int_{a}^{b} f(y) R_{1}(h, y) d y .
\end{align*}
$$

Adding the last two equalities (112) and (113), we get:

$$
\begin{aligned}
& 2 \int_{a}^{b} f(x) h(x) d x \\
= & \frac{2\left(\int_{a}^{b} f(x) d x\right)\left(\int_{a}^{b} h(x) d x\right)}{b-a} \\
& -\sum_{k=1}^{n-1} \frac{1}{k!(b-a)}\left[\int_{a}^{b} \int_{a}^{b}\left[h(y)\left(f \circ g^{-1}\right)^{(k)}(g(y))+f(y)\left(h \circ g^{-1}\right)^{(k)}(g(y))\right]\right. \\
& \left.\cdot(g(x)-g(y))^{k} d x d y\right]+\int_{a}^{b}\left(h(y) R_{1}(f, y)+f(y) R_{1}(h, y)\right) d y .
\end{aligned}
$$

Divide the last (114) by $2(b-a)$ to obtain (106).
Then, we upper bound $K_{n}(f, h)$ using Theorems $15,16,17$, to obtain (107), (108) and (109), respectively.

We use also that a norm is a continuous function. The theorem is proved.
Background Next we follow [10]. This is related to Information theory. Let $f$ be a convex function from $(0,+\infty)$ into $\mathbb{R}$, which is strictly convex at 1 with $f(1)=0$. Let $(X, \mathscr{A}, \lambda)$ be a measure space, where $\lambda$ is a finite or a $\sigma$-finite measure on $(X, \mathscr{A})$. And let $\mu_{1}, \mu_{2}$ be two probability measures on $(X, \mathscr{A})$ such that $\mu_{1} \ll \lambda$, $\mu_{2} \ll \lambda$ (absolutely continuous), e.g. $\lambda=\mu_{1}+\mu_{2}$. Denote by $p=\frac{d \mu_{1}}{d \lambda}, q=\frac{d \mu_{2}}{d \lambda}$ the Radon-Nikodym derivatives of $\mu_{1}, \mu_{2}$ with respect to $\lambda$ (densities). Here, we assume that

$$
0<a \leq \frac{p}{q} \leq b, \text { a.e. on } X \text { and } a \leq 1 \leq b
$$

The quantity

$$
\begin{equation*}
\Gamma_{f}\left(\mu_{1}, \mu_{2}\right)=\int_{X} q(x) f\left(\frac{p(x)}{q(x)}\right) d \lambda(x) \tag{115}
\end{equation*}
$$

was introduced by Csiszar in 1967 (see [7]), and is called the $f$-divergence of the probability measures $\mu_{1}$ and $\mu_{2}$. By Lemma 1.1 of [7], the integral (115) is well defined, and $\Gamma_{f}\left(\mu_{1}, \mu_{2}\right) \geq 0$, with equality only when $\mu_{1}=\mu_{2}$. Furthermore $\Gamma_{f}\left(\mu_{1}, \mu_{2}\right)$ does not depend on the choice of $\lambda$. Here, by assuming $f(1)=0$, we can consider $\Gamma_{f}\left(\mu_{1}, \mu_{2}\right)$ the $f$-divergence, as a measure of the difference between the probability measures $\mu_{1}, \mu_{2}$.

Here we give a representation and estimates for $\Gamma_{f}\left(\mu_{1}, \mu_{2}\right)$.
Furthermore, we assume $f$ as in Theorem 8 , where $[a, b] \subset(0,+\infty)$ as above. We make

Remark 21 By Theorem 8 we have found that

$$
\begin{align*}
& f(y) \\
= & \frac{1}{b-a} \int_{a}^{b} f(x) d x+\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}(g(y))}{k!(b-a)} \int_{a}^{b}(g(x)-g(y))^{k} d x  \tag{116}\\
& -\frac{1}{\Gamma(\alpha)(b-a)}\left[\int_{a}^{y}\left(\int_{g(x)}^{g(y)}(\rho-g(x))^{\alpha-1}\left(\left(D_{y-; g}^{\alpha} f\right) \circ g^{-1}\right)(\rho) d \rho\right) d x\right. \\
& \left.+\int_{y}^{b}\left(\int_{g(y)}^{g(x)}(g(x)-\rho)^{\alpha-1}\left(\left(D_{y+; g}^{\alpha} f\right) \circ g^{-1}\right)(\rho) d \rho\right) d x\right] .
\end{align*}
$$

## We get the equality:

$$
\begin{aligned}
& q(z) f\left(\frac{p(z)}{q(z)}\right) \\
= & \frac{q(z)}{b-a} \int_{a}^{b} f(x) d x \\
& +\sum_{k=1}^{n-1} \frac{\left(f \circ g^{-1}\right)^{(k)}\left(g\left(\frac{p(z)}{q(z)}\right)\right)}{k!(b-a)} q(z) \int_{a}^{b}\left(g(x)-g\left(\frac{p(z)}{q(z)}\right)\right)^{k} d x \\
& -\frac{q(z)}{\Gamma(\alpha)(b-a)}\left[\int_{a}^{\frac{p(z)}{q(z)}} \int_{g(x)}^{g\left(\frac{p(z)}{q(z)}\right)}(\rho-g(x))^{\alpha-1}\left(\left(D_{\frac{p(z)}{\alpha}-; g}^{\alpha(z)} f\right) \circ g^{-1}\right)(\rho) d \rho\right) d x \\
& \left.+\int_{\frac{p(z)}{q(z)}}^{b}\left(\int_{g\left(\frac{p(z)}{q(z)}\right)}^{g(x)}(g(x)-\rho)^{\alpha-1}\left(\left(D_{\frac{p(z)}{\alpha(z)}+; g^{\alpha}} f\right) \circ g^{-1}\right)(\rho) d \rho\right) d x\right]
\end{aligned}
$$

a.e. on $X$. Hence, it holds the representation

$$
\begin{align*}
& \Gamma_{f}\left(\mu_{1}, \mu_{2}\right) \\
= & \int_{X} q(z) f\left(\frac{p(z)}{q(z)}\right) d \lambda(z) \\
= & \frac{1}{b-a} \int_{a}^{b} f(x) d x+\sum_{k=1}^{n-1} \frac{1}{k!(b-a)} \int_{X}\left[q(z)\left(f \circ g^{-1}\right)^{(k)}\left(g\left(\frac{p(z)}{q(z)}\right)\right)\right. \\
& \left.\cdot\left(\int_{a}^{b}\left(g(x)-g\left(\frac{p(z)}{q(z)}\right)\right)^{k} d x\right)\right] d \lambda(z)-\frac{1}{\Gamma(\alpha)(b-a)}  \tag{118}\\
& \cdot\left\{\int_{X} q(z)\left[\int_{a}^{[ } \int_{g(x)}^{\frac{p(z)}{q(z)}} \int_{g}^{g\left(\frac{p(z)}{q(z)}\right)}(\rho-g(x))^{\alpha-1}\left(\left(D_{\frac{p(z)}{q}-; g}^{\alpha(z)} f\right) \circ g^{-1}\right)(\rho) d \rho\right) d x\right. \\
& \left.\left.+\int_{\frac{p(z)}{q(z)}}^{b}\left(\int_{g\left(\frac{p(z)}{q(z)}\right)}^{g(x)}(g(x)-\rho)^{\alpha-1}\left(\left(D_{\frac{p(z)}{\alpha(z)}+; g}^{\alpha} f\right) \circ g^{-1}\right)(\rho) d \rho\right) d x\right] d \lambda(z)\right\} .
\end{align*}
$$

Clearly here $R_{1}(y)$ is continuous function in $y \in[a, b]$.
Let here

$$
\begin{equation*}
\left(D_{x_{0}+; g}^{\alpha} f\right)(x)=\frac{1}{\Gamma(n-\alpha)} \int_{x_{0}}^{x}(g(x)-g(t))^{n-\alpha-1} g^{\prime}(t)\left(f \circ g^{-1}\right)^{(n)}(g(t)) d t \tag{119}
\end{equation*}
$$

$x \geq x_{0} ;$

$$
\begin{equation*}
\left(D_{y_{0}+; g}^{\alpha} f\right)(x)=\frac{1}{\Gamma(n-\alpha)} \int_{y_{0}}^{x}(g(x)-g(t))^{n-\alpha-1} g^{\prime}(t)\left(f \circ g^{-1}\right)^{(n)}(g(t)) d t \tag{120}
\end{equation*}
$$

$x \geq y_{0}$; where fixed $x: x \geq y_{0} \geq x_{0} ; x, x_{0}, y_{0} \in[a, b]$. Then we obtain

$$
\begin{align*}
& \left|\left(D_{x_{0}+; g}^{\alpha} f\right)(x)-\left(D_{y_{0}+; g}^{\alpha} f\right)(x)\right| \\
= & \frac{1}{\Gamma(n-\alpha)}\left|\int_{x_{0}}^{y_{0}}(g(x)-g(t))^{n-\alpha-1} g^{\prime}(t)\left(f \circ g^{-1}\right)^{(n)}(g(t)) d t\right|  \tag{121}\\
\leq & \frac{\left\|\left(f \circ g^{-1}\right)^{(n)} \circ g\right\|_{\infty,[a, b]}}{\Gamma(n-\alpha)}\left(\int_{x_{0}}^{y_{0}}(g(x)-g(t))^{n-\alpha-1} g^{\prime}(t) d t\right)
\end{align*}
$$

(by [11, p. 107] and [9])

$$
\begin{aligned}
& =\frac{\left\|\left(f \circ g^{-1}\right)^{(n)} \circ g\right\|_{\infty,[a, b]}}{\Gamma(n-\alpha)}\left(\int_{g\left(x_{0}\right)}^{g\left(y_{0}\right)}(g(x)-\rho)^{n-\alpha-1} d \rho\right) \\
& =\frac{\left\|\left(f \circ g^{-1}\right)^{(n)} \circ g\right\|_{\infty,[a, b]}}{\Gamma(n-\alpha+1)}\left(\left(g(x)-g\left(y_{0}\right)\right)^{n-\alpha}-\left(g(x)-g\left(x_{0}\right)\right)^{n-\alpha}\right) \\
& \rightarrow 0
\end{aligned}
$$

as $y_{0} \rightarrow x_{0}$, proving continuity of $\left(D_{x_{0}+; g}^{\alpha} f\right)(x)$ in $x_{0} \in[a, b]$. Similarly $\left(D_{x_{0}-; g}^{\alpha} f\right)(x)$ is continuous in $x_{0} \in[a, b]$. We want to estimate

$$
I:=\int_{X} q(z) R_{1}\left(\frac{p(z)}{q(z)}\right) d \lambda(z) .
$$

That is

$$
\begin{equation*}
|I|=\left|\int_{X} q(z) R_{1}\left(\frac{p(z)}{q(z)}\right) d \lambda(z)\right| \leq \int_{X} q(z)\left|R_{1}\left(\frac{p(z)}{q(z)}\right)\right| d \lambda(z) . \tag{123}
\end{equation*}
$$

Notice, by (118), that

$$
\begin{align*}
I= & \Gamma_{f}\left(\mu_{1}, \mu_{2}\right)-\frac{1}{b-a} \int_{a}^{b} f(x) d x  \tag{124}\\
& -\sum_{k=1}^{n-1} \frac{1}{k!(b-a)} \int_{X}\left[g(z)\left(f \circ g^{-1}\right)^{(k)}\left(g\left(\frac{p(z)}{q(z)}\right)\right)\right. \\
& \left.\cdot\left(\int_{a}^{b}\left(g(x)-g\left(\frac{p(z)}{q(z)}\right)\right)^{k} d x\right)\right] d \lambda(z)
\end{align*}
$$

We give
Theorem 22 All as above. Then

$$
\begin{align*}
& \leq \frac{1}{\Gamma(\alpha+1)(b-a)}\left[\int _ { X } q ( z ) \left[\left(g\left(\frac{p(z)}{q(z)}\right)-g(a)\right)^{\alpha}\left(\frac{p(z)}{q(z)}-a\right)\right.\right.  \tag{125}\\
& \left.\left.\quad \cdot\left\|D_{\frac{p(z)}{q(z)}-; g}^{\alpha} f\right\|_{\infty}+\left(g(b)-g\left(\frac{p(z)}{q(z)}\right)\right)^{\alpha}\left(b-\frac{p(z)}{q(z)}\right)\left\|D_{\frac{p(z)}{q(z)}+; g}^{\alpha} f\right\|_{\infty}\right] d \lambda(z)\right] .
\end{align*}
$$

Proof By Theorem 14.
Theorem 23 All as above and $\alpha \geq 1$. Then

$$
\begin{align*}
& |I| \\
\leq & \frac{1}{\Gamma(\alpha)(b-a)}\left[\int _ { X } q ( z ) \left[\left\|\left(D_{\frac{p(z)}{q(z)}-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(a), g(b)]}\right.\right.  \tag{126}\\
& \cdot\left(\frac{p(z)}{q(z)}-a\right)\left(g\left(\frac{p(z)}{q(z)}\right)-g(a)\right)^{\alpha-1}+\left\|\left(D_{\frac{p(z)}{q(z)}+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{1,[g(a), g(b)]} \\
& \left.\left.\cdot\left(b-\frac{p(z)}{q(z)}\right)\left(g(b)-g\left(\frac{p(z)}{q(z)}\right)\right)^{\alpha-1}\right] d \lambda(z)\right]
\end{align*}
$$

Proof By Theorem 16, and $\left(D_{y \pm ; g}^{\alpha} f\right) \circ g^{-1}$ are continuous functions in $y \in[a, b]$.
Theorem 24 All as above. Let $p^{*}, q^{*}>1: \frac{1}{p^{*}}+\frac{1}{q^{*}}=1, \alpha>\frac{1}{q^{*}}$. Then

$$
\begin{align*}
\leq & \frac{|I|}{\Gamma(\alpha)(b-a)\left(p^{*}(\alpha-1)+1\right)^{\frac{1}{p^{*}}}} \\
& \cdot\left[\int _ { X } q ( z ) \left[\left(g\left(\frac{p(z)}{q(z)}\right)-g(a)\right)^{\alpha-1+\frac{1}{p^{*}}}\left(\frac{p(z)}{q(z)}-a\right)\right.\right.  \tag{127}\\
& \left\|\left(D_{\frac{p(z)}{q(z)}-; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q^{*},[g(a), g(b)]}+\left(g(b)-g\left(\frac{p(z)}{q(z)}\right)\right)^{\alpha-1+\frac{1}{p^{*}}} \\
& \left.\left.\cdot\left(b-\frac{p(z)}{q(z)}\right)\left\|\left(D_{\frac{p(z)}{q(z)}+; g}^{\alpha} f\right) \circ g^{-1}\right\|_{q^{*},[g(a), g(b)]}\right] d \lambda(z)\right] .
\end{align*}
$$

## Proof By Theorem 17.

Remark 25 Some examples for $g$ follow:

$$
\begin{aligned}
g(x) & =e^{x}, x \in[a, b] \subset \mathbb{R}, \\
g(x) & =\sin x \\
g(x) & =\tan x \\
\text { where } x & \in\left[-\frac{\pi}{2}+\varepsilon, \frac{\pi}{2}-\varepsilon\right], \text { where } \varepsilon>0 \text { small. }
\end{aligned}
$$

Indeed, the above examples of $g$ are strictly increasing and absolutely contimuous functions.

One can apply all of our results here for the above specific choices of $g$. We choose to omit this lengthy job.
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# Basic Iterated Fractional Inequalities 

George A. Anastassiou


#### Abstract

Using fundamental formulae of iterated fractional Caputo type calculus, we establish several important fractional representation formulae, included iterated ones. Based on these we derive: a whole family of fractional Opial type inequalities, Hilbert-Pachpatte type fractional inequalities, Ostrowski type fractional inequalities, Poincaré and Sobolev type fractional inequalities, finally we give Grüss type fractional inequalities.


## 1 Background

Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$, the left Caputo fractional derivative of order $\alpha$ is defined as follows:

$$
\begin{equation*}
\left(D_{a}^{\alpha} f\right)(x)=\frac{1}{\Gamma(1-\alpha)} \int_{a}^{x}(x-t)^{-\alpha} f^{\prime}(t) d t, \tag{1}
\end{equation*}
$$

where $\Gamma$ is the gamma function, $\forall x \in[a, b]$.
We observe that

$$
\begin{aligned}
\left|\left(D_{a}^{\alpha} f\right)(x)\right| & \leq \frac{1}{\Gamma(1-\alpha)} \int_{a}^{x}(x-t)^{-\alpha}\left|f^{\prime}(t)\right| d t \\
& \leq \frac{\left\|f^{\prime}\right\|_{\infty}}{\Gamma(1-\alpha)}\left(\int_{a}^{x}(x-t)^{-\alpha} d t\right) \\
& =\frac{\left\|f^{\prime}\right\|_{\infty}}{\Gamma(1-\alpha)} \frac{(x-a)^{1-\alpha}}{(1-\alpha)}=\frac{\left\|f^{\prime}\right\|_{\infty}(x-a)^{1-\alpha}}{\Gamma(2-\alpha)} .
\end{aligned}
$$

[^28]That is

$$
\begin{equation*}
\left|\left(D_{a}^{\alpha} f\right)(x)\right| \leq \frac{\left\|f^{\prime}\right\|_{\infty}}{\Gamma(2-\alpha)}(x-a)^{1-\alpha}, \quad \forall x \in[a, b] \tag{2}
\end{equation*}
$$

We obtain

$$
\begin{equation*}
\left|\left(D_{a}^{\alpha} f\right)(a)\right|=0 \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|D_{a}^{\alpha} f\right\|_{\infty} \leq \frac{\left\|f^{\prime}\right\|_{\infty}}{\Gamma(2-\alpha)}(b-a)^{1-\alpha} . \tag{4}
\end{equation*}
$$

Denote for $n \in \mathbb{N}$ :

$$
\begin{equation*}
D_{a}^{n \alpha}=D_{a}^{\alpha} D_{a}^{\alpha} \ldots D_{a}^{\alpha}(n \text {-times }) \tag{5}
\end{equation*}
$$

Assume that $D_{a}^{k \alpha} f \in C([a, b]), k=0,1, \ldots, n+1 ; n \in \mathbb{N}, 0<\alpha<1$.
Then, by [7, 9], we get the left fractional Taylor formula:

$$
\begin{align*}
f(x)= & f(a)+\sum_{i=2}^{n} \frac{(x-a)^{i \alpha}}{\Gamma(i \alpha+1)}\left(D_{a}^{i \alpha} f\right)(a) \\
& +\frac{1}{\Gamma((n+1) \alpha)} \int_{a}^{x}(x-t)^{(n+1) \alpha-1}\left(D_{a}^{(n+1) \alpha} f\right)(t) d t \tag{6}
\end{align*}
$$

$\forall x \in(a, b]$.
Let fixed $y \in[a, b]$, we define

$$
\begin{equation*}
\left(D_{y}^{\alpha} f\right)(x)=\frac{1}{\Gamma(1-\alpha)} \int_{y}^{x}(x-t)^{-\alpha} f^{\prime}(t) d t \tag{7}
\end{equation*}
$$

for any $x \geq y ; x \in[a, b]$, and

$$
\begin{equation*}
\left(D_{y}^{\alpha} f\right)(x)=0, \quad \text { for } x<y \tag{8}
\end{equation*}
$$

Of course $\left(D_{y}^{\alpha} f\right)(y)=0$.
By [3], p. 388, we get that $\left(D_{y}^{\alpha} f\right) \in C([a, b])$.
We assume that $f^{\prime} \in L_{\infty}([a, b])$, and $D_{y}^{k \alpha} f \in C([a, b]), k=0,1,2,3, \ldots$, $n+1, n \in \mathbb{N} ; 0<\alpha<1$.

Then, by (6), we obtain

$$
\begin{align*}
f(x)= & f(y)+\sum_{i=2}^{n} \frac{(x-y)^{i \alpha}}{\Gamma(i \alpha+1)}\left(D_{y}^{i \alpha} f\right)(y)  \tag{9}\\
& +\frac{1}{\Gamma((n+1) \alpha)} \int_{y}^{x}(x-t)^{(n+1) \alpha-1}\left(D_{y}^{(n+1) \alpha} f\right)(t) d t
\end{align*}
$$

$\forall x \geq y ; x, y \in[a, b], 0<\alpha<1$.
Let again $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$, the right Caputo fractional derivative of order $\alpha$ is defined as follows:

$$
\begin{equation*}
\left(D_{b-}^{\alpha} f\right)(x)=\frac{-1}{\Gamma(1-\alpha)} \int_{x}^{b}(z-x)^{-\alpha} f^{\prime}(z) d z, \forall x \in[a, b] . \tag{10}
\end{equation*}
$$

We notice that

$$
\begin{align*}
& \left|\left(D_{b-}^{\alpha} f\right)(x)\right|  \tag{11}\\
\leq & \frac{1}{\Gamma(1-\alpha)} \int_{x}^{b}(z-x)^{-\alpha}\left|f^{\prime}(z)\right| d z \leq \frac{\left\|f^{\prime}\right\|_{\infty}}{\Gamma(1-\alpha)}\left(\int_{x}^{b}(z-x)^{-\alpha} d z\right) \\
= & \frac{\left\|f^{\prime}\right\|_{\infty}}{\Gamma(1-\alpha)} \frac{(b-x)^{1-\alpha}}{(1-\alpha)}=\frac{\left\|f^{\prime}\right\|_{\infty}}{\Gamma(2-\alpha)}(b-x)^{1-\alpha}
\end{align*}
$$

That is

$$
\begin{equation*}
\left|\left(D_{b-}^{\alpha} f\right)(x)\right| \leq \frac{\left\|f^{\prime}\right\|_{\infty}}{\Gamma(2-\alpha)}(b-x)^{1-\alpha}, \forall x \in[a, b] . \tag{12}
\end{equation*}
$$

We derive

$$
\begin{equation*}
\left(D_{b-}^{\alpha} f\right)(b)=0, \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|D_{b-}^{\alpha} f\right\|_{\infty} \leq \frac{\left\|f^{\prime}\right\|_{\infty}}{\Gamma(2-\alpha)}(b-a)^{1-\alpha} . \tag{14}
\end{equation*}
$$

Denote for $n \in \mathbb{N}$ :

$$
\begin{equation*}
D_{b-}^{n \alpha}=D_{b-}^{\alpha} D_{b-}^{\alpha} \ldots D_{b-}^{\alpha} \quad(n \text {-times }) \tag{15}
\end{equation*}
$$

Assume that $D_{b-}^{k \alpha} f \in C([a, b]), k=0,1, \ldots, n+1 ; n \in \mathbb{N}, 0<\alpha<1$.

Then, by [6], we get the right fractional Taylor formula:

$$
\begin{align*}
f(x)= & f(b)+\sum_{i=2}^{n} \frac{(b-x)^{i \alpha}}{\Gamma(i \alpha+1)}\left(D_{b-}^{i \alpha} f\right)(b)  \tag{16}\\
& +\frac{1}{\Gamma((n+1) \alpha)} \int_{x}^{b}(z-x)^{(n+1) \alpha-1}\left(D_{b-}^{(n+1) \alpha} f\right)(z) d z
\end{align*}
$$

$\forall x \in[a, b]$.
Let fixed $y \in[a, b]$, we define

$$
\begin{equation*}
\left(D_{y-}^{\alpha} f\right)(x)=-\frac{1}{\Gamma(1-\alpha)} \int_{x}^{y}(z-x)^{-\alpha} f^{\prime}(z) d z \tag{17}
\end{equation*}
$$

$\forall x \leq y ; x \in[a, b]$, and

$$
\begin{equation*}
\left(D_{y-}^{\alpha} f\right)(x)=0, \text { for } x>y \tag{18}
\end{equation*}
$$

Of course $\left(D_{y-}^{\alpha} f\right)(y)=0$.
By [4], we get that $\left(D_{y-}^{\alpha} f\right) \in C([a, b])$.
We assume that $f^{\prime} \in L_{\infty}([a, b])$, and $D_{y-}^{k \alpha} f \in C([a, b]), k=0,1,2,3, \ldots, n+$ $1, n \in \mathbb{N} ; 0<\alpha<1$.

Then, by (16), we obtain

$$
\begin{align*}
f(x)= & f(y)+\sum_{i=2}^{n} \frac{(y-x)^{i \alpha}}{\Gamma(i \alpha+1)}\left(D_{y-}^{i \alpha} f\right)(y)  \tag{19}\\
& +\frac{1}{\Gamma((n+1) \alpha)} \int_{x}^{y}(z-x)^{(n+1) \alpha-1}\left(D_{y-}^{(n+1) \alpha} f\right)(z) d z
\end{align*}
$$

$\forall x \leq y ; x, y \in[a, b], 0<\alpha<1$.

## 2 Main Results

We give the following representation formula:
Theorem 1 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b]), y \in[a, b]$ is fixed. We assume that $D_{y}^{k \alpha} f, D_{y-}^{k \alpha} f \in C([a, b]), k=0,1,2,3, \ldots, n+1 ; n \in \mathbb{N}$. Then

$$
\begin{aligned}
f(y)= & \frac{1}{b-a} \int_{a}^{b} f(x) d x \\
& -\sum_{i=2}^{n} \frac{1}{(b-a) \Gamma(i \alpha+2)}\left[\left(D_{y-}^{i \alpha} f\right)(y)(y-a)^{i \alpha+1}+\left(D_{y}^{i \alpha} f\right)(y)(b-y)^{i \alpha+1}\right] \\
& +R_{1}(y)
\end{aligned}
$$

where

$$
\begin{align*}
& R_{1}(y) \\
&=-\frac{1}{\Gamma((n+1) \alpha)(b-a)}\left[\int_{a}^{y}\left(\int_{x}^{y}(t-x)^{(n+1) \alpha-1}\left(D_{y-}^{(n+1) \alpha} f\right)(t) d t\right) d x\right. \\
&\left.+\int_{y}^{b}\left(\int_{y}^{x}(x-t)^{(n+1) \alpha-1}\left(D_{y}^{(n+1) \alpha} f\right)(t) d t\right) d x\right] . \tag{21}
\end{align*}
$$

Proof Here $x, y \in[a, b]$. We keep $y$ as fixed. By (9) and (19), we obtain

$$
\begin{align*}
\begin{aligned}
\frac{1}{b-a} \int_{a}^{b} f(x) d x= & \frac{1}{b-a}\left(\int_{a}^{y} f(x) d x+\int_{y}^{b} f(x) d x\right) \\
= & \frac{1}{b-a}\left\{\int _ { a } ^ { y } \left[f(y)+\sum_{i=2}^{n} \frac{(y-x)^{i \alpha}}{\Gamma(i \alpha+1)}\left(D_{y-}^{i \alpha} f\right)(y)\right.\right. \\
& \left.+\frac{1}{\Gamma((n+1) \alpha)} \int_{x}^{y}(z-x)^{(n+1) \alpha-1}\left(D_{y-}^{(n+1) \alpha} f\right)(z) d z\right] d x \\
& +\int_{y}^{b}\left[f(y)+\sum_{i=2}^{n} \frac{(x-y)^{i \alpha}}{\Gamma(i \alpha+1)}\left(D_{y}^{i \alpha} f\right)(y)\right. \\
& \left.\left.+\frac{1}{\Gamma((n+1) \alpha)} \int_{y}^{x}(x-t)^{(n+1) \alpha-1}\left(D_{y}^{(n+1) \alpha} f\right)(t) d t\right] d x\right] \\
= & f(y)+\sum_{i=2}^{n} \frac{1}{(b-a) \Gamma(i \alpha+1)}\left[\left(D_{y-}^{i \alpha} f\right)(y)(y-a)^{i \alpha+1}+\left(D_{y}^{i \alpha} f\right)(y)(b-y)^{i \alpha+1}\right]
\end{aligned}  \tag{22}\\
+\frac{1}{\Gamma((n+1) \alpha)(b-a)}\left[\int_{a}^{y}\left(\int_{x}^{y}(z-x)^{(n+1) \alpha-1}\left(D_{y-}^{(n+1) \alpha} f\right)(z) d z\right) d x\right.
\end{align*}
$$

Solving (22), (23) for $f(y)$, we have proved theorem.
Next we present a left fractional Opial type inequality:
Theorem 2 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{a}^{k \alpha} f \in C([a, b]), k=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{a}^{i \alpha} f\right)(a)=0$, for $i=0,2,3, \ldots, n$. Let $p, q>1: \frac{1}{p}+\frac{1}{q}=1$, such that $\alpha>\frac{1}{(n+1) q}$. Then

$$
\begin{align*}
& \int_{a}^{x}|f(w)|\left|D_{a}^{(n+1) \alpha} f(w)\right| d w  \tag{24}\\
\leq & \frac{(x-a)^{\left((n+1) \alpha+\frac{1}{p}-\frac{1}{q}\right)}}{2^{\frac{1}{q}} \Gamma((n+1) \alpha)[(p((n+1) \alpha-1)+1)(p((n+1) \alpha-1)+2)]^{\frac{1}{p}}} \\
& \cdot\left(\int_{a}^{x}\left|D_{a}^{(n+1) \alpha} f(w)\right|^{q} d w\right)^{\frac{2}{q}},
\end{align*}
$$

$\forall x \in[a, b]$.
Proof By [7, 9], our assumption, and (6), we obtain

$$
\begin{equation*}
f(x)=\frac{1}{\Gamma((n+1) \alpha)} \int_{a}^{x}(x-t)^{(n+1) \alpha-1}\left(D_{a}^{(n+1) \alpha} f\right)(t) d t \tag{25}
\end{equation*}
$$

$\forall x \in[a, b]$. Then, by Hölder's inequality we obtain,

$$
\begin{align*}
|f(x)| & \leq \frac{1}{\Gamma((n+1) \alpha)} \int_{a}^{x}(x-t)^{(n+1) \alpha-1}\left|D_{a}^{(n+1) \alpha} f(t)\right| d t \\
& \leq \frac{1}{\Gamma((n+1) \alpha)}\left(\int_{a}^{x}(x-t)^{p((n+1) \alpha-1)} d t\right)^{\frac{1}{p}}\left(\int_{a}^{x}\left|D_{a}^{(n+1) \alpha} f(t)\right|^{q} d t\right)^{\frac{1}{q}} \\
& =\frac{1}{\Gamma((n+1) \alpha)} \frac{(x-a)^{((n+1) \alpha-1)+\frac{1}{p}}}{(p((n+1) \alpha-1)+1)^{\frac{1}{p}}}\left(\int_{a}^{x}\left|D_{a}^{(n+1) \alpha} f(t)\right|^{q} d t\right)^{\frac{1}{q}} \\
& =\frac{(x-a)^{(n+1) \alpha-\frac{1}{q}}}{\Gamma((n+1) \alpha)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}}\left(\int_{a}^{x}\left|D_{a}^{(n+1) \alpha} f(t)\right|^{q} d t\right)^{\frac{1}{q}} \tag{26}
\end{align*}
$$

That is

$$
\begin{equation*}
|f(x)| \leq \frac{(x-a)^{(n+1) \alpha-\frac{1}{q}}}{\Gamma((n+1) \alpha)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}}\left(\int_{a}^{x}\left|D_{a}^{(n+1) \alpha} f(t)\right|^{q} d t\right)^{\frac{1}{q}} \tag{27}
\end{equation*}
$$

$\forall x \in[a, b]$. Call

$$
\begin{equation*}
z(x):=\int_{a}^{x}\left|D_{a}^{(n+1) \alpha} f(t)\right|^{q} d t \tag{28}
\end{equation*}
$$

$z(a)=0$. Thus

$$
\begin{equation*}
z^{\prime}(x):=\left|D_{a}^{(n+1) \alpha} f(x)\right|^{q} \geq 0 \tag{29}
\end{equation*}
$$

and

$$
\left(z^{\prime}(x)\right)^{\frac{1}{q}}:=\left|D_{a}^{(n+1) \alpha} f(x)\right| \geq 0, \forall x \in[a, b]
$$

Consequently, we get

$$
\begin{equation*}
|f(w)|\left|D_{a}^{(n+1) \alpha} f(w)\right| \leq \frac{(w-a)^{(n+1) \alpha-\frac{1}{q}}}{\Gamma((n+1) \alpha)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}}\left(z(w) z^{\prime}(w)\right)^{\frac{1}{q}} \tag{30}
\end{equation*}
$$

$\forall w \in[a, b]$. Then it holds

$$
\begin{align*}
& \int_{a}^{x}|f(w)|\left|D_{a}^{(n+1) \alpha} f(w)\right| d w \\
\leq & \frac{1}{\Gamma((n+1) \alpha)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}} \int_{a}^{x}(w-a)^{\frac{(p(n+1) \alpha-1)+1)}{p}}\left(z(w) z^{\prime}(w)\right)^{\frac{1}{q}} d w \\
\leq & \frac{1}{\Gamma((n+1) \alpha)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}}  \tag{31}\\
& \cdot\left(\int_{a}^{x}(w-a)^{(p(n+1) \alpha-1)+1)} d w\right)^{\frac{1}{p}}\left(\int_{a}^{x} z(w) z^{\prime}(w) d w\right)^{\frac{1}{q}}
\end{align*}
$$

$$
\begin{align*}
= & \frac{(x-a)^{((n+1) \alpha-1)+\frac{2}{p}}}{\Gamma((n+1) \alpha)[(p((n+1) \alpha-1)+1)(p((n+1) \alpha-1)+2)]^{\frac{1}{p}}}\left(\frac{z^{2}(x)}{2}\right)^{\frac{1}{q}} \\
= & \frac{(x-a)^{(n+1) \alpha+\frac{1}{p}-\frac{1}{q}}}{2^{\frac{1}{q}} \Gamma((n+1) \alpha)[(p((n+1) \alpha-1)+1)(p((n+1) \alpha-1)+2)]^{\frac{1}{p}}} \\
& \cdot\left(\int_{a}^{x}\left|D_{a}^{(n+1) \alpha} f(t)\right|^{q} d t\right)^{\frac{2}{q}} . \tag{32}
\end{align*}
$$

The theorem is proved.
It follows a right fractional Opial type inequality:
Theorem 3 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{b-}^{k \alpha} f \in C([a, b])$, for $k=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{b-}^{i \alpha} f\right)(b)=0$, for $i=0,2,3, \ldots, n$. Let $p, q>1: \frac{1}{p}+\frac{1}{q}=1$, such that $\alpha>\frac{1}{(n+1) q}$. Then

$$
\begin{align*}
& \int_{x}^{b}|f(w)|\left|\left(D_{b-}^{(n+1) \alpha} f\right)(w)\right| d w \\
\leq & \frac{(b-x)^{\left.(n+1) \alpha+\frac{1}{p}-\frac{1}{q}\right)}}{2^{\frac{1}{q}} \Gamma((n+1) \alpha)[(p((n+1) \alpha-1)+1)(p((n+1) \alpha-1)+2)]^{\frac{1}{p}}} \\
& \cdot\left(\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}} \tag{33}
\end{align*}
$$

$\forall x \in[a, b]$.
Proof By [6], our assumption, and (16), we obtain

$$
\begin{equation*}
f(x)=\frac{1}{\Gamma((n+1) \alpha)} \int_{x}^{b}(z-x)^{(n+1) \alpha-1}\left(D_{b-}^{(n+1) \alpha} f\right)(z) d z \tag{34}
\end{equation*}
$$

$\forall x \in[a, b]$. Then, by Hölder's inequality we find,

$$
|f(x)|
$$

$$
\begin{equation*}
\leq \frac{1}{\Gamma((n+1) \alpha)} \int_{x}^{b}(z-x)^{(n+1) \alpha-1}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(z)\right| d z \tag{35}
\end{equation*}
$$

$$
\begin{aligned}
& \leq \frac{1}{\Gamma((n+1) \alpha)}\left(\int_{x}^{b}(z-x)^{p((n+1) \alpha-1)} d z\right)^{\frac{1}{p}}\left(\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(z)\right|^{q} d z\right)^{\frac{1}{q}} \\
& =\frac{1}{\Gamma((n+1) \alpha)} \frac{(b-x)^{\frac{(p((n+1) \alpha-1)+1)}{p}}}{(p((n+1) \alpha-1)+1)^{\frac{1}{p}}}\left(\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}}
\end{aligned}
$$

That is, we derive

$$
\begin{equation*}
|f(x)| \leq \frac{(b-x)^{\frac{(p((n+1) \alpha-1)+1)}{p}}}{(p((n+1) \alpha-1)+1)^{\frac{1}{p}} \Gamma((n+1) \alpha)}\left(\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}} \tag{36}
\end{equation*}
$$

$\forall x \in[a, b]$. Call

$$
\begin{equation*}
z(x):=\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(t)\right|^{q} d t \tag{37}
\end{equation*}
$$

$z(b)=0$. Hence

$$
\begin{equation*}
z^{\prime}(x)=-\left|\left(D_{b-}^{(n+1) \alpha} f\right)(x)\right|^{q} \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
-z^{\prime}(x)=\left|\left(D_{b-}^{(n+1) \alpha} f\right)(x)\right|^{q} \geq 0 \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(-z^{\prime}(x)\right)^{\frac{1}{q}}=\left|\left(D_{b-}^{(n+1) \alpha} f\right)(x)\right| \geq 0, \forall x \in[a, b] \tag{40}
\end{equation*}
$$

Consequently, we get

$$
\begin{align*}
& |f(w)|\left|\left(D_{b-}^{(n+1) \alpha} f\right)(w)\right|  \tag{41}\\
\leq & \frac{(b-w)^{\frac{((p(n+1) \alpha-1)+1)}{p}}}{\Gamma((n+1) \alpha)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}}\left(z(w)\left(-z^{\prime}(w)\right)\right)^{\frac{1}{q}},
\end{align*}
$$

$\forall w \in[a, b]$. Then, it holds

$$
\begin{gather*}
\int_{x}^{b}|f(w)|\left|\left(D_{b-}^{(n+1) \alpha} f\right)(w)\right| d w \\
\leq \frac{1}{\Gamma((n+1) \alpha)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}}  \tag{42}\\
\cdot \int_{x}^{b}(b-w)^{\frac{(p(n+1) \alpha-1)+1)}{p}}\left(z(w)\left(-z^{\prime}(w)\right)\right)^{\frac{1}{q}} d w \\
\leq \frac{1}{\Gamma((n+1) \alpha)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}} \\
=\frac{\left.\int_{x}^{b}(b-w)^{\frac{(p((n+1) \alpha-1)+1)}{p}} d w\right)^{\frac{1}{p}}\left(\int_{x}^{b} z(w)\left(-z^{\prime}(w)\right) d w\right)^{\frac{1}{q}}}{\Gamma((n+1) \alpha)[(p((n+1) \alpha-1)+1)(p((n+1) \alpha-1)+2)]^{\frac{1}{p}}}\left(\frac{z^{2}(x)}{2}\right)^{\frac{1}{q}} \\
=\frac{(b-x)^{\left.(n+1) \alpha+\frac{1}{p}-\frac{1}{q}\right)}}{2^{\frac{1}{q}} \Gamma((n+1) \alpha)[(p((n+1) \alpha-1)+1)(p((n+1) \alpha-1)+2)]^{\frac{1}{p}}}  \tag{43}\\
\cdot\left(\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}},
\end{gather*}
$$

proving the claim.
We need
Background Let $v>0$; the operator $J_{a}^{v}$, defined on $L_{1}([a, b])$ is given by

$$
\begin{equation*}
J_{a}^{v} f(x)=\frac{1}{\Gamma(v)} \int_{a}^{x}(x-t)^{v-1} f(t) d t \tag{45}
\end{equation*}
$$

for $a \leq x \leq b$, is called the left Riemann-Liouville fractional integral operator of order $v$. We set $J_{a}^{0}=I$, the identity operator; see [3], p. 392, also [8].

From [1], p. 543, when $f \in C([a, b]), \mu, v>0$, we get that

$$
\begin{equation*}
J_{a}^{\mu}\left(J_{a}^{v} f\right)=J_{a}^{\mu+v} f=J_{a}^{v}\left(J_{a}^{\mu} f\right), \tag{46}
\end{equation*}
$$

which is the semigroup property.

Let now $\gamma>0, m:=\lceil\gamma\rceil$ ( $\lceil\cdot\rceil$ ceiling of the number), $f \in A C^{m}$ ([a,b]) (it means $f^{(m-1)} \in A C([a, b])$ (absolutely continuous functions)). The left Caputo fractional derivative of order $\gamma$ is given by

$$
\begin{equation*}
D_{a}^{\gamma} f(x)=\frac{1}{\Gamma(m-\gamma)} \int_{a}^{x}(x-t)^{m-\gamma-1} f^{(m)}(t) d t=\left(J_{a}^{m-\gamma} f^{(m)}\right)(x) \tag{47}
\end{equation*}
$$

and it exists almost everywhere for $x \in[a, b]$. See Corollary 16.8, p. 394, of [3], and [8], pp. 49-50.

We set $D_{a}^{m} f=f^{(m)}, m \in \mathbb{N}$.
We need
Remark 4 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{a}^{k \alpha} f \in C([a, b]), k=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{a}^{i \alpha} f\right)(a)=0$, for $i=0,2,3, \ldots, n$. By [7, 9] and (6), and our assumption here, we obtain

$$
\begin{equation*}
f(x)=\frac{1}{\Gamma((n+1) \alpha)} \int_{a}^{x}(x-t)^{(n+1) \alpha-1}\left(D_{a}^{(n+1) \alpha} f\right)(t) d t \tag{48}
\end{equation*}
$$

$\forall x \in[a, b]$.
By [3], Theorem 7.7, p. 117, when $(n+1) \alpha-1>0$, equivalently when $\alpha>$ $\frac{1}{n+1}$, we get that there exists

$$
\begin{equation*}
f^{\prime}(x)=\frac{((n+1) \alpha-1)}{\Gamma((n+1) \alpha)} \int_{a}^{x}(x-t)^{(n+1) \alpha-2}\left(D_{a}^{(n+1) \alpha} f\right)(t) d t \tag{49}
\end{equation*}
$$

$\forall x \in[a, b]$.
If $(n+1) \alpha-2>0$, equivalently, if $\alpha>\frac{2}{n+1}$, we get that there exists

$$
\begin{equation*}
f^{\prime \prime}(x)=\frac{((n+1) \alpha-1)((n+1) \alpha-2)}{\Gamma((n+1) \alpha)} \int_{a}^{x}(x-t)^{(n+1) \alpha-3}\left(D_{a}^{(n+1) \alpha} f\right)(t) d t \tag{50}
\end{equation*}
$$

$\forall x \in[a, b]$.
In general, if $(n+1) \alpha-m>0$, equivalently, if $\alpha>\frac{m}{n+1}$, we get that there exists

$$
\begin{equation*}
f^{(m)}(x)=\frac{\prod_{j=1}^{m}((n+1) \alpha-j)}{\Gamma((n+1) \alpha)} \int_{a}^{x}(x-t)^{(n+1) \alpha-m-1}\left(D_{a}^{(n+1) \alpha} f\right)(t) d t \tag{51}
\end{equation*}
$$

$\forall x \in[a, b]$.
By [3], p. 388, we get that $f^{(m)} \in C([a, b])$.

By (45), we derive

$$
\begin{align*}
f^{(m)}(x) & =\frac{\prod_{j=1}^{m}((n+1) \alpha-j) \Gamma((n+1) \alpha-m)}{\Gamma(n+1) \alpha)}\left(J_{a}^{((n+1) \alpha-m)}\left(D_{a}^{(n+1) \alpha} f\right)\right)(x) \\
& =\left(J_{a}^{((n+1) \alpha-m)}\left(D_{a}^{(n+1) \alpha} f\right)\right)(x) . \tag{52}
\end{align*}
$$

We have proved that

$$
\begin{equation*}
f^{(m)}(x)=\left(J_{a}^{((n+1) \alpha-m)}\left(D_{a}^{(n+1) \alpha} f\right)\right)(x), \tag{53}
\end{equation*}
$$

$\forall x \in[a, b]$.
We have that (case of $\gamma<m$ )

$$
\begin{align*}
\left(D_{a}^{\gamma} f\right)(x) & =\left(J_{a}^{m-\gamma} f^{(m)}\right)(x)  \tag{54}\\
& =\left(J_{a}^{m-\gamma} J_{a}^{((n+1) \alpha-m)}\left(D_{a}^{(n+1) \alpha} f\right)\right)(x) \\
& =\left(J_{a}^{(n+1) \alpha-\gamma}\left(D_{a}^{(n+1) \alpha} f\right)\right)(x) .
\end{align*}
$$

That is

$$
\begin{equation*}
\left(D_{a}^{\gamma} f\right)(x)=\left(J_{a}^{(n+1) \alpha-\gamma}\left(D_{a}^{(n+1) \alpha} f\right)\right)(x), \tag{55}
\end{equation*}
$$

$\forall x \in[a, b]$.
I.e. we have found the representation formula:

$$
\begin{equation*}
\left(D_{a}^{\gamma} f\right)(x)=\frac{1}{\Gamma((n+1) \alpha-\gamma)} \int_{a}^{x}(x-t)^{(n+1) \alpha-\gamma-1}\left(D_{a}^{(n+1) \alpha} f\right)(t) d t \tag{56}
\end{equation*}
$$

$\forall x \in[a, b]$.
The last formula (56) is true under the assumption $(n+1) \alpha>m$, and since $m \geq \gamma$, it implies $(n+1) \alpha>\gamma$ and $(n+1) \alpha-\gamma>0$. Furthermore, by [3], p. 388, we get that $\left(D_{a}^{\gamma} f\right) \in C([a, b])$.

We have proved the following left fractional representation theorem:
Theorem 5 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{a}^{k \alpha} f \in C([a, b]), k=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{a}^{i \alpha} f\right)(a)=0$, for $i=0,2,3, \ldots, n$. Let $\gamma>0$ with $\lceil\gamma\rceil=m<n+1$, such that $m<(n+1) \alpha$, equivalently, $\alpha>\frac{m}{n+1}$. Then

$$
\begin{equation*}
\left(D_{a}^{\gamma} f\right)(x)=\frac{1}{\Gamma((n+1) \alpha-\gamma)} \int_{a}^{x}(x-t)^{(n+1) \alpha-\gamma-1}\left(D_{a}^{(n+1) \alpha} f\right)(t) d t \tag{57}
\end{equation*}
$$

$\forall x \in[a, b]$. Furthermore it holds $\left(D_{a}^{\gamma} f\right) \in C([a, b])$.

## We make

Remark 6 Call $\lambda:=(n+1) \alpha-\gamma-1$, i.e. $\lambda+1=(n+1) \alpha-\gamma$, and call $\delta:=$ $(n+1) \alpha$. Then we can write

$$
\begin{equation*}
\left(D_{a}^{\gamma} f\right)(x)=\frac{1}{\Gamma(\lambda+1)} \int_{a}^{x}(x-t)^{\lambda}\left(D_{a}^{\delta} f\right)(t) d t, \forall x \in[a, b] . \tag{58}
\end{equation*}
$$

If $\lambda>0$, then

$$
\begin{equation*}
\left(D_{a}^{\gamma} f\right)^{\prime}(x)=\frac{\lambda}{\Gamma(\lambda+1)} \int_{a}^{x}(x-t)^{\lambda-1}\left(D_{a}^{\delta} f\right)(t) d t, \forall x \in[a, b] . \tag{59}
\end{equation*}
$$

If $\lambda-1>0$, then

$$
\begin{equation*}
\left(D_{a}^{\gamma} f\right)^{\prime \prime}(x)=\frac{\lambda(\lambda-1)}{\Gamma(\lambda+1)} \int_{a}^{x}(x-t)^{\lambda-2}\left(D_{a}^{\delta} f\right)(t) d t, \forall x \in[a, b] . \tag{60}
\end{equation*}
$$

If $\lambda-2>0$, then

$$
\begin{equation*}
\left(D_{a}^{\gamma} f\right)^{(3)}(x)=\frac{\lambda(\lambda-1)(\lambda-2)}{\Gamma(\lambda+1)} \int_{a}^{x}(x-t)^{\lambda-3}\left(D_{a}^{\delta} f\right)(t) d t, \forall x \in[a, b], \tag{61}
\end{equation*}
$$

etc.
In general, if $\lambda-m+1>0$, then

$$
\begin{align*}
& \left(D_{a}^{\gamma} f\right)^{(m)}(x)  \tag{62}\\
= & \frac{\lambda(\lambda-1)(\lambda-2) \ldots(\lambda-m+1)}{\Gamma(\lambda+1)} \int_{a}^{x}(x-t)^{(\lambda-m+1)-1}\left(D_{a}^{\delta} f\right)(t) d t \\
= & \frac{\lambda(\lambda-1)(\lambda-2) \ldots(\lambda-m+1) \Gamma(\lambda-m+1)\left(J_{a}^{(\lambda-m+1)}\left(D_{a}^{\delta} f\right)\right)(x)}{\Gamma(\lambda+1)} \\
= & \left(J_{a}^{(\lambda-m+1)}\left(D_{a}^{\delta} f\right)\right)(x), \tag{63}
\end{align*}
$$

$\forall x \in[a, b]$.
That is, if $\lambda-m+1>0$, then

$$
\begin{equation*}
\left(D_{a}^{\gamma} f\right)^{(m)}(x)=\left(J_{a}^{(\lambda-m+1)}\left(D_{a}^{\delta} f\right)\right)(x), \tag{64}
\end{equation*}
$$

$\forall x \in[a, b]$.

We notice that

$$
\begin{align*}
&\left(D_{a}^{2 \gamma} f\right)(x)=\left(D_{a}^{\gamma}\left(D_{a}^{\gamma} f\right)\right)(x)=\left(J_{a}^{m-\gamma}\left(D_{a}^{\gamma} f\right)^{(m)}\right)(x)  \tag{65}\\
&=\left(J_{a}^{m-\gamma} J_{a}^{\lambda-m+1}\left(D_{a}^{\delta} f\right)\right)(x)=\left(J_{a}^{\lambda-\gamma+1}\left(D_{a}^{\delta} f\right)\right)(x) \\
& \quad=\left(J_{a}^{(n+1) \alpha-\gamma-1-\gamma+1}\left(D_{a}^{\delta} f\right)\right)(x)=\left(J_{a}^{(n+1) \alpha-2 \gamma}\left(D_{a}^{\delta} f\right)\right)(x) \tag{66}
\end{align*}
$$

That is

$$
\begin{equation*}
\left(D_{a}^{2 \gamma} f\right)(x)=\left(J_{a}^{(n+1) \alpha-2 \gamma}\left(D_{a}^{(n+1) \alpha} f\right)\right)(x) \tag{67}
\end{equation*}
$$

$\forall x \in[a, b]$, under the condition $\frac{\gamma+m}{n+1}<\alpha<1$.
We give
Theorem 7 Under the assumptions of Theorem 5, and when $\frac{\gamma+m}{n+1}<\alpha<1$, we get that

$$
\begin{aligned}
& \quad\left(D_{a}^{2 \gamma} f\right)(x)=\frac{1}{\Gamma((n+1) \alpha-2 \gamma)} \int_{a}^{x}(x-t)^{(n+1) \alpha-2 \gamma-1}\left(D_{a}^{(n+1) \alpha} f\right)(t) d t \\
& \forall x \in[a, b], \text { and }\left(D_{a}^{2 \gamma} f\right) \in C([a, b]) .
\end{aligned}
$$

We make
Remark 8 Call $\rho:=(n+1) \alpha-2 \gamma-1$, i.e. $\rho+1=(n+1) \alpha-2 \gamma$, and call again $\delta:=(n+1) \alpha$. Then we can write

$$
\begin{equation*}
\left(D_{a}^{2 \gamma} f\right)(x)=\frac{1}{\Gamma(\rho+1)} \int_{a}^{x}(x-t)^{\rho}\left(D_{a}^{\delta} f\right)(t) d t \tag{69}
\end{equation*}
$$

$\forall x \in[a, b]$.
If $\rho>0$, then

$$
\begin{equation*}
\left(D_{a}^{2 \gamma} f\right)^{\prime}(x)=\frac{\rho}{\Gamma(\rho+1)} \int_{a}^{x}(x-t)^{\rho-1}\left(D_{a}^{\delta} f\right)(t) d t \tag{70}
\end{equation*}
$$

$\forall x \in[a, b]$.

If $\rho-1>0$, then

$$
\begin{equation*}
\left(D_{a}^{2 \gamma} f\right)^{\prime \prime}(x)=\frac{\rho(\rho-1)}{\Gamma(\rho+1)} \int_{a}^{x}(x-t)^{\rho-2}\left(D_{a}^{\delta} f\right)(t) d t \tag{71}
\end{equation*}
$$

$\forall x \in[a, b]$.
If $\rho-2>0$, then

$$
\begin{equation*}
\left(D_{a}^{2 \gamma} f\right)^{(3)}(x)=\frac{\rho(\rho-1)(\rho-2)}{\Gamma(\rho+1)} \int_{a}^{x}(x-t)^{\rho-3}\left(D_{a}^{\delta} f\right)(t) d t \tag{72}
\end{equation*}
$$

$\forall x \in[a, b]$, etc.
In general, if $\rho-m+1>0$, then

$$
\begin{align*}
&\left(D_{a}^{2 \gamma} f\right)^{(m)}(x)  \tag{73}\\
&= \frac{\rho(\rho-1)(\rho-2) \ldots(\rho-m+1)}{\Gamma(\rho+1)} \int_{a}^{x}(x-t)^{(\rho-m+1)-1}\left(D_{a}^{\delta} f\right)(t) d t \\
&= \frac{\rho(\rho-1)(\rho-2) \ldots(\rho-m+1) \Gamma(\rho-m+1)\left(J_{a}^{(\rho-m+1)}\left(D_{a}^{\delta} f\right)\right)(x)}{\Gamma(\rho+1)} \\
&=\left(J_{a}^{(\rho-m+1)}\left(D_{a}^{\delta} f\right)\right)(x),  \tag{74}\\
& \forall x \in[a, b] .
\end{align*}
$$

That is, if $\rho-m+1>0$, then

$$
\begin{equation*}
\left(D_{a}^{2 \gamma} f\right)^{(m)}(x)=\left(J_{a}^{(\rho-m+1)}\left(D_{a}^{\delta} f\right)\right)(x), \tag{75}
\end{equation*}
$$

$\forall x \in[a, b]$.
We notice that

$$
\begin{align*}
& \left(D_{a}^{3 \gamma} f\right)(x)=\left(D_{a}^{\gamma}\left(D_{a}^{2 \gamma} f\right)\right)(x)=\left(J_{a}^{m-\gamma}\left(D_{a}^{2 \gamma} f\right)^{(m)}\right)(x)  \tag{76}\\
= & \left(J_{a}^{m-\gamma} J_{a}^{\rho-m+1}\left(D_{a}^{\delta} f\right)\right)(x)=\left(J_{a}^{\rho-\gamma+1}\left(D_{a}^{\delta} f\right)\right)(x) \\
= & \left(J_{a}^{(n+1) \alpha-2 \gamma-1-\gamma+1}\left(D_{a}^{\delta} f\right)\right)(x)=\left(J_{a}^{(n+1) \alpha-3 \gamma}\left(D_{a}^{(n+1) \alpha} f\right)\right)(x) . \tag{77}
\end{align*}
$$

That is, if $\frac{m+2 \gamma}{n+1}<\alpha<1$, we get

$$
\begin{equation*}
\left(D_{a}^{3 \gamma} f\right)(x)=\left(J_{a}^{(n+1) \alpha-3 \gamma}\left(D_{a}^{(n+1) \alpha} f\right)\right)(x), \tag{78}
\end{equation*}
$$

$\forall x \in[a, b]$.

We have proved
Theorem 9 Under the assumptions of Theorem 5, and when $\frac{m+2 \gamma}{n+1}<\alpha<1$, we obtain that

$$
\begin{aligned}
& \left(D_{a}^{3 \gamma} f\right)(x)=\frac{1}{\Gamma((n+1) \alpha-3 \gamma)} \int_{a}^{x}(x-t)^{(n+1) \alpha-3 \gamma-1}\left(D_{a}^{(n+1) \alpha} f\right)(t) d t \\
& \forall x \in[a, b], \text { and }\left(D_{a}^{3 \gamma} f\right) \in C([a, b])
\end{aligned}
$$

In general, we derive:
Theorem 10 Under the assumptions of Theorem 5, and when $\frac{m+(k-1) \gamma}{n+1}<\alpha<1$, $k \in \mathbb{N}$, we obtain that

$$
\begin{align*}
& \quad\left(D_{a}^{k \gamma} f\right)(x)=\frac{1}{\Gamma((n+1) \alpha-k \gamma)} \int_{a}^{x}(x-t)^{(n+1) \alpha-k \gamma-1}\left(D_{a}^{(n+1) \alpha} f\right)(t) d t  \tag{80}\\
& \forall x \in[a, b], \text { and }\left(D_{a}^{k \gamma} f\right) \in C([a, b])
\end{align*}
$$

We need
Background Let $f \in L_{1}([a, b]), v>0$. The right Riemann-Liouville fractional integral operator of order $v$ is defined by

$$
\begin{equation*}
\left(I_{b-}^{v} f\right)(x)=\frac{1}{\Gamma(v)} \int_{x}^{b}(z-x)^{v-1} f(z) d z \tag{81}
\end{equation*}
$$

$\forall x \in[a, b]$. We set $I_{b-}^{0}=I$, the identity operator.
Let now $f \in A C^{m}([a, b]), m \in \mathbb{N}$, with $m=\lceil\gamma\rceil$. We define the right Caputo fractional derivative of order $\gamma>0$, by

$$
\begin{equation*}
\left(D_{b-}^{\gamma} f\right)(x)=\frac{(-1)^{m}}{\Gamma(m-\gamma)} \int_{x}^{b}(z-x)^{m-\gamma-1} f^{(m)}(z) d z \tag{82}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
\left(D_{b-}^{\gamma} f\right)(x)=(-1)^{m} I_{b-}^{m-\gamma} f^{(m)}(x) \tag{83}
\end{equation*}
$$

$\forall x \in[a, b]$. We set $D_{b-}^{0} f=f$, and $\left(D_{b-}^{m} f\right)(x)=(-1)^{m} f^{(m)}(x)$, for $m \in \mathbb{N}, \forall x \in$ [ $a, b]$.

By [2], when $f \in C([a, b])$ and $\mu, v>0$, we get that

$$
\begin{equation*}
I_{b-}^{\mu} I_{b-}^{v} f=I_{b-}^{\mu+v} f=I_{b-}^{v} I_{b-}^{\mu} f \tag{84}
\end{equation*}
$$

which is the semigroup property.
We need
Remark 11 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{b-}^{k \alpha} f \in C([a, b])$, for $k=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{b-}^{i \alpha} f\right)(b)=0$, $i=0,2,3, \ldots, n$.

By (16) we obtain

$$
\begin{equation*}
f(x)=\frac{1}{\Gamma((n+1) \alpha)} \int_{x}^{b}(z-x)^{(n+1) \alpha-1}\left(D_{b-}^{(n+1) \alpha} f\right)(z) d z \tag{85}
\end{equation*}
$$

$\forall x \in[a, b]$.
Call $\delta:=(n+1) \alpha$, then we have

$$
\begin{equation*}
f(x)=\frac{1}{\Gamma(\delta)} \int_{x}^{b}(z-x)^{\delta-1}\left(D_{b-}^{\delta} f\right)(z) d z \tag{86}
\end{equation*}
$$

$\forall x \in[a, b]$.
By [5], when $\delta-1>0$, we get that there exists

$$
\begin{equation*}
f^{\prime}(x)=\frac{(-1)(\delta-1)}{\Gamma(\delta)} \int_{x}^{b}(z-x)^{\delta-2}\left(D_{b-}^{\delta} f\right)(z) d z \tag{87}
\end{equation*}
$$

$\forall x \in[a, b]$.
If $\delta-2>0$, then

$$
\begin{equation*}
f^{\prime \prime}(x)=\frac{(-1)^{2}(\delta-1)(\delta-2)}{\Gamma(\delta)} \int_{x}^{b}(z-x)^{\delta-3}\left(D_{b-}^{\delta} f\right)(z) d z \tag{88}
\end{equation*}
$$

$\forall x \in[a, b]$.
In general, if $\delta-m>0$, equivalently, if $\alpha>\frac{m}{n+1}$, we get that there exists

$$
\begin{equation*}
f^{(m)}(x)=\frac{(-1)^{m} \prod_{j=1}^{m}(\delta-j)}{\Gamma(\delta)} \int_{x}^{b}(z-x)^{\delta-m-1}\left(D_{b-}^{\delta} f\right)(z) d z \tag{89}
\end{equation*}
$$

$\forall x \in[a, b]$.

By [4], we get $f^{(m)} \in C([a, b])$.
By (81), we derive

$$
\begin{align*}
f^{(m)}(x) & =\frac{(-1)^{m} \prod_{j=1}^{m}(\delta-j) \Gamma(\delta-m)\left(I_{b-}^{\delta-m}\left(D_{b-}^{\delta} f\right)\right)(x)}{\Gamma(\delta)} \\
& =(-1)^{m}\left(I_{b-}^{\delta-m}\left(D_{b-}^{\delta} f\right)\right)(x), \tag{90}
\end{align*}
$$

$\forall x \in[a, b]$.
We have proved that

$$
\begin{equation*}
f^{(m)}(x)=(-1)^{m}\left(I_{b-}^{\delta-m}\left(D_{b-}^{\delta} f\right)\right)(x) \tag{91}
\end{equation*}
$$

$\forall x \in[a, b]$.
We have that (case of $\gamma<m$ )

$$
\begin{align*}
\left(D_{b-}^{\gamma} f\right)(x) & =(-1)^{m}\left(I_{b-}^{m-\gamma} f^{(m)}\right)(x) \\
& =(-1)^{2 m}\left(I_{b-}^{m-\gamma}\left(I_{b-}^{\delta-m}\left(D_{b-}^{\delta} f\right)\right)\right)(x) \\
& =\left(I_{b-}^{\delta-\gamma}\left(D_{b-}^{\delta} f\right)\right)(x), \tag{92}
\end{align*}
$$

$\forall x \in[a, b]$.
That is

$$
\begin{equation*}
\left(D_{b-}^{\gamma} f\right)(x)=\left(I_{b-}^{(n+1) \alpha-\gamma}\left(D_{b-}^{(n+1) \alpha} f\right)\right)(x) \tag{93}
\end{equation*}
$$

$\forall x \in[a, b]$.
I.e. we have found the representation formula:

$$
\begin{equation*}
\left(D_{b-}^{\gamma} f\right)(x)=\frac{1}{\Gamma((n+1) \alpha-\gamma)} \int_{x}^{b}(z-x)^{(n+1) \alpha-\gamma-1}\left(D_{b-}^{(n+1) \alpha} f\right)(z) d z \tag{94}
\end{equation*}
$$

$\forall x \in[a, b]$.
The last formula (94) is true under the assumption $(n+1) \alpha>m$, and since $m \geq \gamma$, it implies $(n+1) \alpha>\gamma$ and $(n+1) \alpha-\gamma>0$. Furthermore, by [4], we get that $\left(D_{b-}^{\gamma} f\right) \in C([a, b])$.

We have proved the following right fractional representation theorem:
Theorem 12 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{b-}^{k \alpha} f \in C([a, b])$, for $0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{b-}^{i \alpha} f\right)(b)=0$, $i=0,2,3, \ldots, n$. Let $\gamma>0$ with $\lceil\gamma\rceil=m<n+1$, such that $m<(n+1) \alpha$, equivalently, $\alpha>\frac{m}{n+1}$. Then

$$
\begin{equation*}
\left(D_{b-}^{\gamma} f\right)(x)=\frac{1}{\Gamma((n+1) \alpha-\gamma)} \int_{x}^{b}(z-x)^{(n+1) \alpha-\gamma-1}\left(D_{b-}^{(n+1) \alpha} f\right)(z) d z, \tag{95}
\end{equation*}
$$

$\forall x \in[a, b]$. Furthermore it holds $\left(D_{b-}^{\gamma} f\right) \in C([a, b])$.
We make
Remark 13 Call $\lambda:=(n+1) \alpha-\gamma-1$, i.e. $\lambda+1=(n+1) \alpha-\gamma$, and call $\delta:=$ $(n+1) \alpha$. Then we can write

$$
\begin{equation*}
\left(D_{b-}^{\gamma} f\right)(x)=\frac{1}{\Gamma(\lambda+1)} \int_{x}^{b}(z-x)^{\lambda}\left(D_{b-}^{\delta} f\right)(z) d z, \tag{96}
\end{equation*}
$$

$\forall x \in[a, b]$.
If $\lambda>0$, then

$$
\begin{equation*}
\left(D_{b-}^{\gamma} f\right)^{\prime}(x)=\frac{(-1) \lambda}{\Gamma(\lambda+1)} \int_{x}^{b}(z-x)^{\lambda-1}\left(D_{b-}^{\delta} f\right)(z) d z, \tag{97}
\end{equation*}
$$

$\forall x \in[a, b]$.
If $\lambda-1>0$, then

$$
\begin{equation*}
\left(D_{b-}^{\gamma} f\right)^{\prime \prime}(x)=\frac{(-1)^{2} \lambda(\lambda-1)}{\Gamma(\lambda+1)} \int_{x}^{b}(z-x)^{\lambda-2}\left(D_{b-}^{\delta} f\right)(z) d z \tag{98}
\end{equation*}
$$

$\forall x \in[a, b]$.
If $\lambda-2>0$, then

$$
\begin{equation*}
\left(D_{b-}^{\gamma} f\right)^{(3)}(x)=\frac{(-1)^{3} \lambda(\lambda-1)(\lambda-2)}{\Gamma(\lambda+1)} \int_{x}^{b}(z-x)^{\lambda-3}\left(D_{b-}^{\delta} f\right)(z) d z \tag{99}
\end{equation*}
$$

$\forall x \in[a, b]$, etc.
In general, if $\lambda-m+1>0$, then

$$
\begin{aligned}
& \left(D_{b-}^{\gamma} f\right)^{(m)}(x) \\
= & \frac{(-1)^{m} \lambda(\lambda-1)(\lambda-2) \ldots(\lambda-m+1)}{\Gamma(\lambda+1)} \int_{x}^{b}(z-x)^{(\lambda-m+1)-1}\left(D_{b-}^{\delta} f\right)(z) d z
\end{aligned}
$$

$$
\begin{align*}
& =\frac{(-1)^{m} \lambda(\lambda-1)(\lambda-2) \ldots(\lambda-m+1) \Gamma(\lambda-m+1)\left(I_{b-}^{(\lambda-m+1)}\left(D_{b-}^{\delta} f\right)\right)(x)}{\Gamma(\lambda+1)} \\
& =(-1)^{m}\left(I_{b-}^{(\lambda-m+1)}\left(D_{b-}^{\delta} f\right)(x)\right), \tag{100}
\end{align*}
$$

$\forall x \in[a, b]$.
That is, if $\lambda-m+1>0$, then

$$
\begin{equation*}
\left(D_{b-}^{\gamma} f\right)^{(m)}(x)=(-1)^{m}\left(I_{b-}^{(\lambda-m+1)}\left(D_{b-}^{\delta} f\right)\right)(x), \tag{101}
\end{equation*}
$$

$\forall x \in[a, b]$.
We notice that

$$
\begin{align*}
& \left(D_{b-}^{2 \gamma} f\right)(x)=\left(D_{b-}^{\gamma}\left(D_{b-}^{\gamma} f\right)\right)(x)=(-1)^{m}\left(I_{b-}^{m-\gamma}\left(D_{b-}^{\gamma} f\right)^{(m)}\right)(x) \\
& \quad=(-1)^{2 m}\left(I_{b-}^{m-\gamma} I_{b-}^{\lambda-m+1}\left(D_{b-}^{\delta} f\right)\right)(x)=\left(I_{b-}^{\lambda-\gamma+1}\left(D_{b-}^{\delta} f\right)\right)(x)  \tag{102}\\
& \quad=\left(I_{b-}^{(n+1) \alpha-\gamma-1-\gamma+1}\left(D_{b-}^{\delta} f\right)\right)(x)=\left(I_{b-}^{(n+1) \alpha-2 \gamma}\left(D_{b-}^{\delta} f\right)\right)(x)
\end{align*}
$$

$\forall x \in[a, b]$.
That is

$$
\begin{equation*}
\left(D_{b-}^{2 \gamma} f\right)(x)=\left(I_{b-}^{(n+1) \alpha-2 \gamma}\left(D_{b-}^{(n+1) \alpha} f\right)\right)(x) \tag{103}
\end{equation*}
$$

$\forall x \in[a, b]$, under the condition $\frac{\gamma+m}{n+1}<\alpha<1$.
We have proved
Theorem 14 Under the assumptions of Theorem 12, and when $\frac{\gamma+m}{n+1}<\alpha<1$, we get that

$$
\begin{equation*}
\left(D_{b-}^{2 \gamma} f\right)(x)=\frac{1}{\Gamma((n+1) \alpha-2 \gamma)} \int_{x}^{b}(z-x)^{(n+1) \alpha-2 \gamma-1}\left(D_{b-}^{(n+1) \alpha} f\right)(z) d z \tag{104}
\end{equation*}
$$

$\forall x \in[a, b]$. Furthermore it holds $\left(D_{b-}^{2 \gamma} f\right) \in C([a, b])$.
We make
Remark 15 Call $\rho:=(n+1) \alpha-2 \gamma-1$, i.e. $\rho+1=(n+1) \alpha-2 \gamma$, and call again $\delta:=(n+1) \alpha$. Then we can write

$$
\begin{equation*}
\left(D_{b-}^{2 \gamma} f\right)(x)=\frac{1}{\Gamma(\rho+1)} \int_{x}^{b}(z-x)^{\rho}\left(D_{b-}^{\delta} f\right)(z) d z \tag{105}
\end{equation*}
$$

$\forall x \in[a, b]$.
If $\rho>0$, then

$$
\begin{equation*}
\left(D_{b-}^{2 \gamma} f\right)^{\prime}(x)=\frac{(-1) \rho}{\Gamma(\rho+1)} \int_{x}^{b}(z-x)^{\rho-1}\left(D_{b-}^{\delta} f\right)(z) d z \tag{106}
\end{equation*}
$$

$\forall x \in[a, b]$.
If $\rho-1>0$, then

$$
\begin{equation*}
\left(D_{b-}^{2 \gamma} f\right)^{\prime \prime}(x)=\frac{(-1)^{2} \rho(\rho-1)}{\Gamma(\rho+1)} \int_{x}^{b}(z-x)^{\rho-2}\left(D_{b-}^{\delta} f\right)(z) d z \tag{107}
\end{equation*}
$$

$\forall x \in[a, b]$.
If $\rho-2>0$, then

$$
\begin{equation*}
\left(D_{b-}^{2 \gamma} f\right)^{(3)}(x)=\frac{(-1)^{3} \rho(\rho-1)(\rho-2)}{\Gamma(\rho+1)} \int_{x}^{b}(z-x)^{\rho-3}\left(D_{b-}^{\delta} f\right)(z) d z \tag{108}
\end{equation*}
$$

$\forall x \in[a, b]$, etc.
In general, if $\rho-m+1>0$, then

$$
\begin{align*}
& \left(D_{b-}^{2 \gamma} f\right)^{(m)}(x)  \tag{109}\\
= & \frac{(-1)^{m} \rho(\rho-1)(\rho-2) \ldots(\rho-m+1)}{\Gamma(\rho+1)} \int_{x}^{b}(z-x)^{(\rho-m+1)-1}\left(D_{b-}^{\delta} f\right)(z) d z \\
= & \frac{(-1)^{m} \rho(\rho-1)(\rho-2) \ldots(\rho-m+1) \Gamma(\rho-m+1)\left(I_{b-}^{(\rho-m+1)}\left(D_{b-}^{\delta} f\right)\right)(x)}{\Gamma(\rho+1)} \\
= & (-1)^{m}\left(I_{b-}^{(\rho-m+1)}\left(D_{b-}^{\delta} f\right)(x)\right), \tag{110}
\end{align*}
$$

$\forall x \in[a, b]$.
That is, if $\rho-m+1>0$, then

$$
\begin{equation*}
\left(D_{b-}^{2 \gamma} f\right)^{(m)}(x)=(-1)^{m}\left(I_{b-}^{(\rho-m+1)}\left(D_{b-}^{\delta} f\right)\right)(x) \tag{111}
\end{equation*}
$$

$\forall x \in[a, b]$.

We notice that

$$
\begin{align*}
& \left(D_{b-}^{3 \gamma} f\right)(x)=\left(D_{b-}^{\gamma}\left(D_{b-}^{2 \gamma} f\right)\right)(x)=(-1)^{m}\left(I_{b-}^{m-\gamma}\left(D_{b-}^{2 \gamma} f\right)^{(m)}\right)(x) \\
= & (-1)^{2 m}\left(I_{b-}^{m-\gamma} I_{b-}^{\rho-m+1}\left(D_{b-}^{\delta} f\right)\right)(x)=\left(I_{b-}^{\rho-\gamma+1}\left(D_{b-}^{\delta} f\right)\right)(x)  \tag{112}\\
= & \left(I_{b-}^{(n+1) \alpha-2 \gamma-1-\gamma+1}\left(D_{b-}^{(n+1) \alpha} f\right)\right)(x)=\left(I_{b-}^{(n+1) \alpha-3 \gamma}\left(D_{b-}^{(n+1) \alpha} f\right)\right)(x),
\end{align*}
$$

$\forall x \in[a, b]$.
That is, if $\frac{m+2 \gamma}{n+1}<\alpha<1$, we get

$$
\begin{equation*}
\left(D_{b-}^{3 \gamma} f\right)(x)=\left(I_{b-}^{(n+1) \alpha-3 \gamma}\left(D_{b-}^{(n+1) \alpha} f\right)\right)(x) \tag{113}
\end{equation*}
$$

$\forall x \in[a, b]$.
We have proved
Theorem 16 Under the assumptions of Theorem 12, and when $\frac{m+2 \gamma}{n+1}<\alpha<1$, we get that:

$$
\begin{equation*}
\left(D_{b-}^{3 \gamma} f\right)(x)=\frac{1}{\Gamma((n+1) \alpha-3 \gamma)} \int_{x}^{b}(z-x)^{(n+1) \alpha-3 \gamma-1}\left(D_{b-}^{(n+1) \alpha} f\right)(z) d z \tag{114}
\end{equation*}
$$

$\forall x \in[a, b]$, and $\left(D_{b-}^{3 \gamma} f\right) \in C([a, b])$.
In general, we derive:
Theorem 17 Under the assumptions of Theorem 12, and when $\frac{m+(k-1) \gamma}{n+1}<\alpha<1$, $k \in \mathbb{N}$, we get that:

$$
\begin{equation*}
\left(D_{b-}^{k \gamma} f\right)(x)=\frac{1}{\Gamma((n+1) \alpha-k \gamma)} \int_{x}^{b}(z-x)^{(n+1) \alpha-k \gamma-1}\left(D_{b-}^{(n+1) \alpha} f\right)(z) d z \tag{115}
\end{equation*}
$$

$\forall x \in[a, b]$, and $\left(D_{b-}^{k \gamma} f\right) \in C([a, b])$.
Next we present a very general left fractional Opial type inequality:
Theorem 18 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{a}^{\bar{k} \alpha} f \in C([a, b]), \bar{k}=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{a}^{i \alpha} f\right)(a)=0$, for $i=0,2,3, \ldots, n$. Let $\gamma>0$ with $\lceil\gamma\rceil=m$, and $p, q>1: \frac{1}{p}+\frac{1}{q}=1$. We further assume that $(k \in \mathbb{N})$

$$
\begin{equation*}
1>\alpha>\max \left(\frac{m+(k-1) \gamma}{n+1}, \frac{k \gamma q+1}{(n+1) q}\right) . \tag{116}
\end{equation*}
$$

Then

$$
\begin{align*}
& \int_{a}^{x}\left|\left(D_{a}^{k \gamma} f\right)(w)\right|\left|D_{a}^{(n+1) \alpha} f(w)\right| d w \\
\leq & \frac{(x-a)^{((n+1) \alpha-k \gamma-1)+\frac{2}{p}}}{2^{\frac{1}{q}}} \Gamma((n+1) \alpha-k \gamma)[(p((n+1) \alpha-k \gamma-1)+1)(p((n+1) \alpha-k \gamma-1)+2)]^{\frac{1}{p}} \\
& \cdot\left(\int_{a}^{\frac{2}{q}}\left|\left(D_{a}^{(n+1) \alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}} \tag{117}
\end{align*}
$$

$\forall x \in[a, b]$.
Proof Assumption (116) implies

$$
\begin{equation*}
p((n+1) \alpha-k \gamma-1)+1>0 . \tag{118}
\end{equation*}
$$

By (80) and Hölder's inequality we have

$$
\begin{align*}
& \left|\left(D_{a}^{k \gamma} f\right)(x)\right| \\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)} \int_{a}^{x}(x-t)^{(n+1) \alpha-k \gamma-1}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right| d t \\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)}\left(\int_{a}^{x}(x-t)^{p((n+1) \alpha-k \gamma-1)} d t\right)^{\frac{1}{p}}\left(\int_{a}^{x}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}} \\
= & \frac{1}{\Gamma((n+1) \alpha-k \gamma)} \frac{(x-a)^{\frac{p(n+1) \alpha-k \gamma-1)+1}{p}}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}}\left(\int_{a}^{x}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}}, \tag{119}
\end{align*}
$$

$\forall x \in[a, b]$. We have proved that

$$
\begin{aligned}
& \left|\left(D_{a}^{k \gamma} f\right)(x)\right| \\
\leq & \frac{(x-a)^{\frac{p(n+1) \alpha-k \gamma-1)+1}{p}}}{\Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}}\left(\int_{a}^{x}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}}
\end{aligned}
$$

$\forall x \in[a, b]$. Call

$$
\begin{equation*}
z(x):=\int_{a}^{x}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t \tag{121}
\end{equation*}
$$

$z(a)=0$. Thus

$$
\begin{equation*}
z^{\prime}(x)=\left|\left(D_{a}^{(n+1) \alpha} f\right)(x)\right|^{q} \geq 0 \tag{122}
\end{equation*}
$$

and

$$
\left(z^{\prime}(x)\right)^{\frac{1}{q}}=\left|\left(D_{a}^{(n+1) \alpha} f\right)(x)\right| \geq 0, \forall x \in[a, b]
$$

Consequently, we get

$$
\begin{align*}
& \left|\left(D_{a}^{k \gamma} f\right)(w)\right|\left|D_{a}^{(n+1) \alpha} f(w)\right|  \tag{123}\\
\leq & \frac{(w-a)^{\frac{p(n+1) \alpha-k \gamma-1)+1}{p}}}{\Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}}\left(z(w) z^{\prime}(w)\right)^{\frac{1}{q}},
\end{align*}
$$

$\forall w \in[a, b]$. Then it holds

$$
\begin{aligned}
& \int_{a}^{x}\left|\left(D_{a}^{k \gamma} f\right)(w)\right|\left|D_{a}^{(n+1) \alpha} f(w)\right| d w \\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}} \\
& \cdot \int_{a}^{x}(w-a)^{\frac{p(n+1) \alpha-k \gamma-1)+1}{p}}\left(z(w) z^{\prime}(w)\right)^{\frac{1}{q}} d w
\end{aligned}
$$

$$
\begin{equation*}
\leq \frac{1}{\Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}} \tag{124}
\end{equation*}
$$

$$
\cdot\left(\int_{a}^{x}(w-a)^{(p((n+1) \alpha-k \gamma-1)+1)} d w\right)^{\frac{1}{p}}\left(\int_{a}^{x} z(w) z^{\prime}(w) d w\right)^{\frac{1}{q}}
$$

$$
=\frac{(x-a)^{\frac{p(n+1) \alpha-k \gamma-1)+2}{p}}}{\Gamma((n+1) \alpha-k \gamma)[(p((n+1) \alpha-k \gamma-1)+1)(p((n+1) \alpha-k \gamma-1)+2)]^{\frac{1}{p}}}
$$

$$
\left(\frac{z^{2}(x)}{2}\right)^{\frac{1}{q}}
$$

$$
\begin{align*}
= & \frac{(x-a)^{((n+1) \alpha-k \gamma-1)+\frac{2}{p}}}{2^{\frac{1}{q}}} \Gamma((n+1) \alpha-k \gamma)[(p((n+1) \alpha-k \gamma-1)+1)(p((n+1) \alpha-k \gamma-1)+2)]^{\frac{1}{p}} \\
& \cdot\left(\int_{a}^{x}\left|\left(D_{a}^{(n+1) \alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}} \tag{125}
\end{align*}
$$

$\forall x \in[a, b]$, proving the claim.
Next we present a very general right fractional Opial type inequality:
Theorem 19 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{b-}^{\bar{k} \alpha} f \in C([a, b]), \bar{k}=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{b-}^{i \alpha} f\right)(b)=$ 0 , for $i=0,2,3, \ldots, n$. Let $\gamma>0$ with $\lceil\gamma\rceil=m$, and $p, q>1: \frac{1}{p}+\frac{1}{q}=1$. We further assume that ( $k \in \mathbb{N}$ )

$$
\begin{equation*}
1>\alpha>\max \left(\frac{m+(k-1) \gamma}{n+1}, \frac{k \gamma q+1}{(n+1) q}\right) \tag{126}
\end{equation*}
$$

Then

$$
\begin{align*}
& \int_{x}^{b}\left|\left(D_{b-}^{k \gamma} f\right)(w)\right|\left|D_{b-}^{(n+1) \alpha} f(w)\right| d w \\
\leq & \frac{(b-x)^{((n+1) \alpha-k \gamma-1)+\frac{2}{\gamma}}}{2^{\frac{1}{4}}} \Gamma((n+1) \alpha-k \gamma)[(p((n+1) \alpha-k \gamma-1)+1)(p((n+1) \alpha-k \gamma-1)+2)]^{\frac{1}{p}} \\
& \cdot\left(\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}} \tag{127}
\end{align*}
$$

$\forall x \in[a, b]$.
Proof Assumption (126) implies

$$
\begin{equation*}
p((n+1) \alpha-k \gamma-1)+1>0 \tag{128}
\end{equation*}
$$

By (115) and Hölder's inequality we have

$$
\begin{aligned}
& \left|\left(D_{b-}^{k \gamma} f\right)(x)\right| \\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)} \int_{x}^{b}(t-x)^{(n+1) \alpha-k \gamma-1}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(t)\right| d t
\end{aligned}
$$

$$
\begin{align*}
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)}\left(\int_{x}^{b}(t-x)^{p((n+1) \alpha-k \gamma-1)} d t\right)^{\frac{1}{p}}\left(\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}} \\
& =\frac{1}{\Gamma((n+1) \alpha-k \gamma)} \frac{(b-x)^{\frac{p(n+1) \alpha-k \gamma-1)+1}{p}}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}}\left(\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}} \tag{129}
\end{align*}
$$

$\forall x \in[a, b]$. We have proved that

$$
\begin{align*}
& \left|\left(D_{b-}^{k \gamma} f\right)(x)\right|  \tag{130}\\
\leq & \frac{(b-x)^{\frac{p((n+1) \alpha-k \gamma-1)+1}{p}}}{\Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}}\left(\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}},
\end{align*}
$$

$\forall x \in[a, b]$. Call

$$
\begin{equation*}
z(x):=\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(t)\right|^{q} d t \tag{131}
\end{equation*}
$$

$z(b)=0$. Thus

$$
\begin{equation*}
z^{\prime}(x)=-\left|\left(D_{b-}^{(n+1) \alpha} f\right)(x)\right|^{q} \leq 0 \tag{132}
\end{equation*}
$$

and

$$
\left(-z^{\prime}(x)\right)^{\frac{1}{q}}=\left|\left(D_{b-}^{(n+1) \alpha} f\right)(x)\right| \geq 0, \forall x \in[a, b]
$$

Consequently, we get

$$
\begin{align*}
& \left|\left(D_{b-}^{k \gamma} f\right)(w)\right|\left|D_{b-}^{(n+1) \alpha} f(w)\right|  \tag{133}\\
\leq & \frac{(b-w)^{\frac{p(n+1) \alpha-k \gamma-1)+1}{p}}}{\Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}}\left(z(w)\left(-z^{\prime}(w)\right)\right)^{\frac{1}{q}}
\end{align*}
$$

$\forall w \in[a, b]$. Then it holds

$$
\begin{aligned}
& \int_{x}^{b}\left|\left(D_{b-}^{k \gamma} f\right)(w)\right|\left|D_{b-}^{(n+1) \alpha} f(w)\right| d w \\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}} \\
& \cdot \int_{x}^{b}(b-w)^{\frac{p(n+1) \alpha-k \gamma-1)+1}{p}}\left(z(w)\left(-z^{\prime}(w)\right)\right)^{\frac{1}{q}} d w
\end{aligned}
$$

$$
\begin{align*}
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}}  \tag{134}\\
& \cdot\left(\int_{x}^{b}(b-w)^{(p((n+1) \alpha-k \gamma-1)+1)} d w\right)^{\frac{1}{p}}\left(-\int_{x}^{b} z(w) z^{\prime}(w) d w\right)^{\frac{1}{q}} \\
= & \frac{(b-x)^{p(n+1) \alpha-k \gamma-1)+2} p}{\Gamma((n+1) \alpha-k \gamma)[(p((n+1) \alpha-k \gamma-1)+1)(p((n+1) \alpha-k \gamma-1)+2)]^{\frac{1}{p}}} \\
& \cdot\left(\frac{z^{2}(x)}{2}\right)^{\frac{1}{q}}
\end{align*}
$$

$$
\begin{equation*}
=\frac{(b-x)^{((n+1) \alpha-k \gamma-1)+\frac{2}{p}}}{2^{\frac{1}{9}} \Gamma((n+1) \alpha-k \gamma)[(p((n+1) \alpha-k \gamma-1)+1)(p((n+1) \alpha-k \gamma-1)+2)]^{\frac{1}{p}}} \tag{135}
\end{equation*}
$$

$$
\left(\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}}
$$

$\forall x \in[a, b]$, proving the claim.
It follows a reverse general left fractional Opial type inequality:
Theorem 20 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{a}^{\bar{k} \alpha} f \in C([a, b]), \bar{k}=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{a}^{i \alpha} f\right)(a)=0$, for $i=0,2,3, \ldots, n$. Let $\gamma>0$ with $\lceil\gamma\rceil=m$, and $0<p<1, q<0: \frac{1}{p}+\frac{1}{q}=1$. We assume that $\left(D_{a}^{(n+1) \alpha} f\right)$ is of fixed sign and nowhere zero. We finally assume that $(k \in \mathbb{N})$

$$
\begin{equation*}
1>\alpha>\frac{m+(k-1) \gamma}{n+1} . \tag{136}
\end{equation*}
$$

## Then

$$
\begin{align*}
& \int_{a}^{x}\left|\left(D_{a}^{k \gamma} f\right)(w)\right|\left|D_{a}^{(n+1) \alpha} f(w)\right| d w \\
\geq & \frac{(x-a)^{(n+1) \alpha-k \gamma-1)+\frac{2}{p}}}{2^{\frac{1}{q}}} \Gamma((n+1) \alpha-k \gamma)[(p((n+1) \alpha-k \gamma-1)+1)(p((n+1) \alpha-k \gamma-1)+2)]^{\frac{1}{p}} \\
& \cdot\left(\int_{a}^{x}\left|\left(D_{a}^{(n+1) \alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}} \tag{137}
\end{align*}
$$

$\forall x \in[a, b]$.
Proof Clearly we have

$$
p((n+1) \alpha-k \gamma-1)+1>0 .
$$

By (80), we get that

$$
\begin{equation*}
\left|\left(D_{a}^{k \gamma} f\right)(x)\right|=\frac{1}{\Gamma((n+1) \alpha-k \gamma)} \int_{a}^{x}(x-t)^{(n+1) \alpha-k \gamma-1}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right| d t \tag{138}
\end{equation*}
$$

$\forall x \in[a, b]$. Then, by reverse Hölder's inequality we obtain

$$
\begin{align*}
& \left|\left(D_{a}^{k \gamma} f\right)(x)\right| \\
\geq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)}\left(\int_{a}^{x}(x-t)^{p((n+1) \alpha-k \gamma-1)} d t\right)^{\frac{1}{p}}\left(\int_{a}^{x}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}} \\
= & \frac{1}{\Gamma((n+1) \alpha-k \gamma)}  \tag{139}\\
\frac{(x-a)^{p((n+1) \alpha-k \gamma-1)+1}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}} & \left(\int_{a}^{x}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}},
\end{align*}
$$

$\forall x \in[a, b]$. Call

$$
\begin{equation*}
z(w):=\int_{a}^{w}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t \tag{140}
\end{equation*}
$$

all $a \leq w \leq x ; z(a)=0, z(w)>0$ on ( $a, x$ ]. Thus

$$
\begin{equation*}
z^{\prime}(w)=\left|\left(D_{a}^{(n+1) \alpha} f\right)(w)\right|^{q}>0, \tag{141}
\end{equation*}
$$

all $a<w \leq x$. Hence

$$
\begin{equation*}
\left(z^{\prime}(w)\right)^{\frac{1}{q}}=\left|\left(D_{a}^{(n+1) \alpha} f\right)(w)\right|>0 \tag{142}
\end{equation*}
$$

all $a<w \leq x$. Consequently we get

$$
\begin{align*}
& \left|\left(D_{a}^{k \gamma} f\right)(w)\right|\left|D_{a}^{(n+1) \alpha} f(w)\right|  \tag{143}\\
\geq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)} \frac{(w-a)^{\frac{p(n+1) \alpha-k \gamma-1)+1}{p}}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}}\left(z(w) z^{\prime}(w)\right)^{\frac{1}{q}},
\end{align*}
$$

all $a<w \leq x$. Let $a<\theta \leq w \leq x$ and $\theta \downarrow a$. Then, it holds

$$
\begin{gather*}
\int_{a}^{x}\left|\left(D_{a}^{k \gamma} f\right)(w)\right|\left|D_{a}^{(n+1) \alpha} f(w)\right| d w \\
=\lim _{\theta \downarrow a} \int_{\theta}^{x}\left|\left(D_{a}^{k \gamma} f\right)(w)\right|\left|D_{a}^{(n+1) \alpha} f(w)\right| d w \\
\geq \frac{1}{\Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}} \\
\geq \frac{\cdot \lim _{\theta \downarrow a} \int_{\theta}^{x}(w-a)^{\frac{p(n+1) \alpha-k \gamma-1)+1}{p}}\left(z(w) z^{\prime}(w)\right)^{\frac{1}{q}} d w}{\Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}} \\
=\frac{1}{\lim _{\theta \downarrow a}\left(\int_{\theta}^{x}(w-a)^{(p((n+1) \alpha-k \gamma-1)+1)} d w\right)^{\frac{1}{p}} \lim _{\theta \downarrow a}\left(\int_{\theta}^{x} z(w) z^{\prime}(w) d w\right)^{\frac{1}{q}}}  \tag{144}\\
=\frac{1}{\Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}} 2^{\frac{1}{q}}} \\
\cdot\left(\int_{a}^{x}(w-a)^{(p((n+1) \alpha-k \gamma-1)+1)} d w\right)^{\frac{1}{p}} \lim _{\theta \downarrow a}\left(z^{2}(x)-z^{2}(\theta)\right)^{\frac{1}{q}} \\
\quad=\frac{1}{2^{\frac{1}{q}} \Gamma((n+1) \alpha-k \gamma)(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}} \\
\quad \cdot \frac{(x-a)^{\frac{p(n+1) \alpha-k \gamma-1)+2}{p}}}{(p((n+1) \alpha-k \gamma-1)+2)^{\frac{1}{p}}}(z(x))^{\frac{2}{q}}
\end{gather*}
$$

The theorem is proved.
It follows a reverse general right fractional Opial type inequality:
Theorem 21 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{b-}^{\bar{k} \alpha} f \in C([a, b]), \bar{k}=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{b-}^{i \alpha} f\right)(b)=0$, for $i=0,2,3, \ldots$, n. Let $\gamma>0$ with $\lceil\gamma\rceil=m$, and $0<p<1, q<0: \frac{1}{p}+\frac{1}{q}=1$. We assume that $\left(D_{b-}^{(n+1) \alpha} f\right)$ is of fixed sign and nowhere zero. We finally assume that $(k \in \mathbb{N})$

$$
\begin{equation*}
1>\alpha>\frac{m+(k-1) \gamma}{n+1} \tag{146}
\end{equation*}
$$

Then

$$
\begin{align*}
& \int_{x}^{b}\left|\left(D_{b-}^{k \gamma} f\right)(w)\right|\left|D_{b-}^{(n+1) \alpha} f(w)\right| d w \\
\geq & \frac{(b-x)^{((n+1) \alpha-k \gamma-1)+\frac{2}{p}}}{2^{\frac{1}{4}}} \Gamma((n+1) \alpha-k \gamma)[(p((n+1) \alpha-k \gamma-1)+1)(p((n+1) \alpha-k \gamma-1)+2)]^{\frac{1}{p}}  \tag{147}\\
& \cdot\left(\int_{x}^{b}\left|\left(D_{b-}^{(n+1) \alpha} f\right)(w)\right|^{q} d w\right)^{\frac{2}{q}}
\end{align*}
$$

$\forall x \in[a, b]$.
Proof Similar to proof of Theorem 20, using (115). As such it is omitted.
Two extreme fractional Opial type inequalities follow (case $p=1, q=\infty$ ).
Theorem 22 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{a}^{\bar{k} \alpha} f \in C([a, b]), \bar{k}=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{a}^{i \alpha} f\right)(a)=0$, for $i=0,2,3, \ldots, n$. Let $\gamma>0$ with $\lceil\gamma\rceil=m$. We further assume that $(k \in \mathbb{N})$

$$
\begin{equation*}
1>\alpha>\frac{m+(k-1) \gamma}{n+1} \tag{148}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{a}^{x}\left|\left(D_{a}^{k \gamma} f\right)(w)\right|\left|\left(D_{a}^{(n+1) \alpha} f\right)(w)\right| d w \leq \frac{(x-a)^{(n+1) \alpha-k \gamma+1}}{\Gamma((n+1) \alpha-k \gamma+2)}\left\|D_{a}^{(n+1) \alpha} f\right\|_{\infty}^{2} \tag{149}
\end{equation*}
$$

$\forall x \in[a, b]$.

Proof By (80), we get

$$
\begin{align*}
& \left|\left(D_{a}^{k \gamma} f\right)(x)\right| \\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)}\left(\int_{a}^{x}(x-t)^{(n+1) \alpha-k \gamma-1} d t\right)\left\|D_{a}^{(n+1) \alpha} f\right\|_{\infty} \\
= & \frac{1}{\Gamma((n+1) \alpha-k \gamma)} \frac{(x-a)^{(n+1) \alpha-k \gamma}}{((n+1) \alpha-k \gamma)}\left\|D_{a}^{(n+1) \alpha} f\right\|_{\infty}  \tag{150}\\
= & \frac{(x-a)^{(n+1) \alpha-k \gamma}}{\Gamma((n+1) \alpha-k \gamma+1)}\left\|D_{a}^{(n+1) \alpha} f\right\|_{\infty}
\end{align*}
$$

Hence we obtain

$$
\begin{equation*}
\left|\left(D_{a}^{k \gamma} f\right)(w)\right|\left|\left(D_{a}^{(n+1) \alpha} f\right)(w)\right| \leq \frac{(w-a)^{(n+1) \alpha-k \gamma}}{\Gamma((n+1) \alpha-k \gamma+1)}\left\|D_{a}^{(n+1) \alpha} f\right\|_{\infty}^{2} \tag{151}
\end{equation*}
$$

$\forall w \in[a, x]$. Integrating (151) over $[a, x]$, we derive (149).
Theorem 23 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{b-}^{\bar{k} \alpha} f \in C([a, b]), \bar{k}=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{b-}^{i \alpha} f\right)(b)=0$, for $i=0,2,3, \ldots, n$. Let $\gamma>0$ with $\lceil\gamma\rceil=m$. We further assume that $(k \in \mathbb{N})$

$$
\begin{equation*}
1>\alpha>\frac{m+(k-1) \gamma}{n+1} \tag{152}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{x}^{b}\left|\left(D_{b-}^{k \gamma} f\right)(w)\right|\left|\left(D_{b-}^{(n+1) \alpha} f\right)(w)\right| d w \leq \frac{(b-x)^{(n+1) \alpha-k \gamma+1}}{\Gamma((n+1) \alpha-k \gamma+2)}\left\|D_{b-}^{(n+1) \alpha} f\right\|_{\infty}^{2} \tag{153}
\end{equation*}
$$

$\forall x \in[a, b]$.
Proof Similar to the proof of Theorem 22, by using (115). As such it is omitted.
Next we present a left fractional Hilbert-Pachpatte type inequality:
Theorem 24 Here $i=1,2$ Let $0<\alpha_{i}<1, f_{i}:\left[a_{i}, b_{i}\right] \rightarrow \mathbb{R}$ such that $f_{i}^{\prime} \in L_{\infty}$ ( $\left.\left[a_{i}, b_{i}\right]\right)$. Assume that $D_{a_{i}}^{\overline{k_{i}} \alpha_{i}} f_{i} \in C\left(\left[a_{i}, b_{i}\right]\right), \overline{k_{i}}=0,1, \ldots, n_{i}+1 ; n_{i} \in \mathbb{N}$. Suppose that $\left(D_{a_{i}}^{j_{i} \alpha_{i}} f_{i}\right)\left(a_{i}\right)=0$, for $j_{i}=0,2,3, \ldots, n_{i}$. Let $\gamma_{i}>0$ with $\left\lceil\gamma_{i}\right\rceil=m_{i}$, and $p, q>1: \frac{1}{p}+\frac{1}{q}=1$. We further assume that $\left(k_{i} \in \mathbb{N}\right)$

$$
\begin{equation*}
1>\alpha_{1}>\max \left(\frac{m_{1}+\left(k_{1}-1\right) \gamma_{1}}{n_{1}+1}, \frac{k_{1} \gamma_{1} q+1}{\left(n_{1}+1\right) q}\right) . \tag{154}
\end{equation*}
$$

and

$$
\begin{equation*}
1>\alpha_{2}>\max \left(\frac{m_{2}+\left(k_{2}-1\right) \gamma_{2}}{n_{2}+1}, \frac{k_{2} \gamma_{2} p+1}{\left(n_{2}+1\right) p}\right) . \tag{155}
\end{equation*}
$$

Then

$$
\begin{align*}
& \int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} \frac{\left|\left(D_{a_{1}}^{k_{1} \gamma_{1}} f_{1}\right)\left(x_{1}\right)\right|\left|\left(D_{a_{2}}^{k_{2} \gamma_{2}} f_{2}\right)\left(x_{2}\right)\right| d x_{1} d x_{2}}{\left[\frac{\left(x_{1}-a_{1}\right)^{p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1}}{p\left(p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1\right)}+\frac{\left(x_{2}-a_{2}\right)^{q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1}}{q\left(q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1\right)}\right]} \\
& \leq\left.\frac{\left(b_{1}-a_{1}\right)\left(b_{2}-a_{2}\right)}{\Gamma\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}\right) \Gamma\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}\right)}\right)^{\frac{1}{p}}  \tag{156}\\
& \cdot\left(\int_{a_{1}}^{\frac{1}{q}}\left|D_{a_{1}}^{b_{1}}\right| n_{1}+1\right) \alpha_{1} \\
&\left.\left.a_{1}\left(t_{1}\right)\right|^{q} d t_{1}\right)^{b_{2}}\left(\left.D_{a_{2}}^{\left(n_{2}+1\right) \alpha_{2}} f_{2}\left(t_{2}\right)\right|^{p} d t_{2}\right)^{2} .
\end{align*}
$$

Proof We have from (80) that

$$
\begin{align*}
& \left(D_{a_{i}}^{k_{i} \gamma_{i}} f_{i}\right)\left(x_{i}\right)  \tag{157}\\
= & \frac{1}{\Gamma\left(\left(n_{i}+1\right) \alpha_{i}-k_{i} \gamma_{i}\right)} \int_{a_{i}}^{x_{i}}\left(x_{i}-t_{i}\right)^{\left(n_{i}+1\right) \alpha_{i}-k_{i} \gamma_{i}-1}\left(D_{a_{i}}^{\left(n_{i}+1\right) \alpha_{i}} f_{i}\right)\left(t_{i}\right) d t_{i},
\end{align*}
$$

where $i=1,2 ; x_{i} \in\left[a_{i}, b_{i}\right]$, with $D_{a_{i}}^{k_{i} \gamma_{i}} f_{i} \in C\left(\left[a_{i}, b_{i}\right]\right)$. Hence by Hölder's inequality we get:

$$
\begin{align*}
& \left|\left(D_{a_{1}}^{k_{1} \gamma_{1}} f_{1}\right)\left(x_{1}\right)\right|  \tag{158}\\
\leq & \frac{1}{\Gamma\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}\right)}\left(\int_{a_{1}}^{x_{1}}\left(x_{1}-t_{1}\right)^{p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)} d t_{1}\right)^{\frac{1}{p}} \\
& \cdot\left(\int_{a_{1}}^{x_{1}}\left|D_{a_{1}}^{\left(n_{1}+1\right) \alpha_{1}} f_{1}\left(t_{1}\right)\right|^{q} d t_{1}\right)^{\frac{1}{q}}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\left(D_{a_{2}}^{k_{2} \gamma_{2}} f_{2}\right)\left(x_{2}\right)\right|  \tag{159}\\
\leq & \frac{1}{\Gamma\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}\right)}\left(\int_{a_{2}}^{x_{2}}\left(x_{2}-t_{2}\right)^{q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)} d t_{2}\right)^{\frac{1}{q}} \\
& \cdot\left(\int_{a_{2}}^{x_{2}}\left|D_{a_{2}}^{\left(n_{2}+1\right) \alpha_{2}} f_{2}\left(t_{2}\right)\right|^{p} d t_{2}\right)^{\frac{1}{p}}
\end{align*}
$$

## So we have

$$
\begin{align*}
& \left|\left(D_{a_{1}}^{k_{1} \gamma_{1}} f_{1}\right)\left(x_{1}\right)\right|  \tag{160}\\
\leq & \frac{1}{\Gamma\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}\right)}\left(\frac{\left(x_{1}-a_{1}\right)^{p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1}}{\left(p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1\right)}\right)^{\frac{1}{p}} \\
& \cdot\left(\int_{a_{1}}^{x_{1}}\left|D_{a_{1}}^{\left(n_{1}+1\right) \alpha_{1}} f_{1}\left(t_{1}\right)\right|^{q} d t_{1}\right)^{\frac{1}{q}}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\left(D_{a_{2}}^{k_{2} \gamma_{2}} f_{2}\right)\left(x_{2}\right)\right|  \tag{161}\\
\leq & \frac{1}{\Gamma\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}\right)}\left(\frac{\left(x_{2}-a_{2}\right)^{q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1}}{\left(q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1\right)}\right)^{\frac{1}{q}} \\
& \cdot\left(\int_{a_{2}}^{x_{2}}\left|D_{a_{2}}^{\left(n_{2}+1\right) \alpha_{2}} f_{2}\left(t_{2}\right)\right|^{p} d t_{2}\right)^{\frac{1}{p}} .
\end{align*}
$$

## Hence

$$
\begin{align*}
& \left|\left(D_{a_{1}}^{k_{1} \gamma_{1}} f_{1}\right)\left(x_{1}\right)\right|\left|\left(D_{a_{2}}^{k_{2} \gamma_{2}} f_{2}\right)\left(x_{2}\right)\right| \\
\leq & \frac{1}{\Gamma\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}\right) \Gamma\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}\right)}  \tag{162}\\
& \cdot\left(\frac{\left(x_{1}-a_{1}\right)^{p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1}}{\left(p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1\right)}\right)^{\frac{1}{p}}\left(\frac{\left(x_{2}-a_{2}\right)^{q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1}}{\left(q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1\right)}\right)^{\frac{1}{q}} \\
& \cdot\left(\int_{a_{1}}^{x_{1}}\left|D_{a_{1}}^{\left(n_{1}+1\right) \alpha_{1}} f_{1}\left(t_{1}\right)\right|^{q} d t_{1}\right)^{\frac{1}{q}}\left(\int_{a_{2}}^{x_{2}}\left|D_{a_{2}}^{\left(n_{2}+1\right) \alpha_{2}} f_{2}\left(t_{2}\right)\right|^{p} d t_{2}\right)^{\frac{1}{p}}
\end{align*}
$$

(using Young's inequality for $a, b \geq 0, a^{\frac{1}{p}} b^{\frac{1}{q}} \leq \frac{a}{p}+\frac{b}{q}$ )

$$
\begin{align*}
\leq & \frac{1}{\Gamma\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}\right) \Gamma\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}\right)}  \tag{163}\\
& \cdot\left[\left(\frac{\left(x_{1}-a_{1}\right)^{p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1}}{p\left(p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1\right)}\right)+\left(\frac{\left(x_{2}-a_{2}\right)^{q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1}}{q\left(q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1\right)}\right)\right] \\
& \cdot\left(\int_{a_{1}}^{x_{1}}\left|D_{a_{1}}^{\left(n_{1}+1\right) \alpha_{1}} f_{1}\left(t_{1}\right)\right|^{q} d t_{1}\right)^{\frac{1}{q}}\left(\int_{a_{2}}^{x_{2}}\left|D_{a_{2}}^{\left(n_{2}+1\right) \alpha_{2}} f_{2}\left(t_{2}\right)\right|^{p} d t_{2}\right)^{\frac{1}{p}} .
\end{align*}
$$

So far we have

$$
\begin{align*}
& \frac{\left|\left(D_{a_{1}}^{k_{1} \gamma_{1}} f_{1}\right)\left(x_{1}\right)\right|\left|\left(D_{a_{2}}^{k_{2} \gamma_{2}} f_{2}\right)\left(x_{2}\right)\right|}{\left[\left(\frac{\left(x_{1}-a_{1}\right)^{p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1}}{p\left(p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1\right)}\right)+\left(\frac{\left(x_{2}-a_{2} q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1\right.}{q\left(q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1\right)}\right)\right]} \\
\leq & \frac{1}{\Gamma\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}\right) \Gamma\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}\right)} \\
& \cdot\left(\int_{a_{1}}^{x_{1}}\left|D_{a_{1}}^{\left(n_{1}+1\right) \alpha_{1}} f_{1}\left(t_{1}\right)\right|^{q} d t_{1}\right)^{\frac{1}{q}}\left(\int_{a_{2}}^{x_{2}}\left|D_{a_{2}}^{\left(n_{2}+1\right) \alpha_{2}} f_{2}\left(t_{2}\right)\right|^{p} d t_{2}\right)^{\frac{1}{p}} . \tag{164}
\end{align*}
$$

The denominator in (164) can be zero only when $x_{1}=a_{1}$ and $x_{2}=a_{2}$. Therefore we obtain

$$
\begin{align*}
& \int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} \frac{\left|\left(D_{a_{1}}^{k_{1} \gamma_{1}} f_{1}\right)\left(x_{1}\right)\right|\left|\left(D_{a_{2}}^{k_{2} \gamma_{2}} f_{2}\right)\left(x_{2}\right)\right| d x_{1} d x_{2}}{\left[\left(\frac{\left(x_{1}-a_{1}\right)^{\left.p\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1}}{p\left(p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1\right)}\right)+\left(\frac{\left(x_{2}-a_{2} q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1\right.}{q\left(q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1\right)}\right)\right]} \\
\leq & \frac{1}{\Gamma\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}\right) \Gamma\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}\right)}  \tag{165}\\
& \cdot\left(\int_{a_{1}}^{b_{1}}\left(\int_{a_{1}}^{x_{1}}\left|D_{a_{1}}^{\left(n_{1}+1\right) \alpha_{1}} f_{1}\left(t_{1}\right)\right|^{q} d t_{1}\right)^{\frac{1}{q}} d x_{1}\right) \\
& \cdot\left(\int_{a_{2}}^{b_{2}}\left(\int_{a_{2}}^{x_{2}}\left|D_{a_{2}}^{\left(n_{2}+1\right) \alpha_{2}} f_{2}\left(t_{2}\right)\right|^{p} d t_{2}\right)^{\frac{1}{p}} d x_{2}\right) \\
& \leq \frac{1}{\Gamma\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}\right) \Gamma\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}\right)}  \tag{166}\\
& \cdot\left(\int_{a_{1}}^{b_{1}}\left(\int_{a_{1}}^{b_{1}}\left|D_{a_{1}}^{\left(n_{1}+1\right) \alpha_{1}} f_{1}\left(t_{1}\right)\right|^{q} d t_{1}\right)^{\frac{1}{q}} d x_{1}\right)
\end{align*}
$$

$$
\begin{align*}
& \cdot\left(\int_{a_{2}}^{b_{2}}\left(\int_{a_{2}}^{b_{2}}\left|D_{a_{2}}^{\left(n_{2}+1\right) \alpha_{2}} f_{2}\left(t_{2}\right)\right|^{p} d t_{2}\right)^{\frac{1}{p}} d x_{2}\right) \\
= & \frac{\left(b_{1}-a_{1}\right)\left(b_{2}-a_{2}\right)}{\Gamma\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}\right) \Gamma\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}\right)}  \tag{167}\\
& \cdot\left(\int_{a_{1}}^{b_{1}}\left|D_{a_{1}}^{\left(n_{1}+1\right) \alpha_{1}} f_{1}\left(t_{1}\right)\right|^{q} d t_{1}\right)^{\frac{1}{q}}\left(\int_{a_{2}}^{b_{2}}\left|D_{a_{2}}^{\left(n_{2}+1\right) \alpha_{2}} f_{2}\left(t_{2}\right)\right|^{p} d t_{2}\right)^{\frac{1}{p}} .
\end{align*}
$$

The theorem is proved.
Next we present a right fractional Hilbert-Pachpatte type inequality:
Theorem 25 Here $i=1$, 2. Let $0<\alpha_{i}<1, f_{i}:\left[a_{i}, b_{i}\right] \rightarrow \mathbb{R}$ such that $f_{i}^{\prime} \in L_{\infty}$ ( $\left[a_{i}, b_{i}\right]$ ). Assume that $D_{b_{i}-}^{\overline{k_{i}} \alpha_{i}} f_{i} \in C\left(\left[a_{i}, b_{i}\right]\right), \overline{k_{i}}=0,1, \ldots, n_{i}+1 ; n_{i} \in \mathbb{N}$. Suppose that $\left(D_{b_{i}-}^{j_{i} \alpha_{i}} f_{i}\right)\left(b_{i}\right)=0$, for $j_{i}=0,2,3, \ldots, n_{i}$. Let $\gamma_{i}>0$ with $\left\lceil\gamma_{i}\right\rceil=m_{i}$, and $p, q>1: \frac{1}{p}+\frac{1}{q}=1$. We further assume that $\left(k_{i} \in \mathbb{N}\right)$

$$
\begin{equation*}
1>\alpha_{1}>\max \left(\frac{m_{1}+\left(k_{1}-1\right) \gamma_{1}}{n_{1}+1}, \frac{k_{1} \gamma_{1} q+1}{\left(n_{1}+1\right) q}\right) . \tag{168}
\end{equation*}
$$

and

$$
\begin{equation*}
1>\alpha_{2}>\max \left(\frac{m_{2}+\left(k_{2}-1\right) \gamma_{2}}{n_{2}+1}, \frac{k_{2} \gamma_{2} p+1}{\left(n_{2}+1\right) p}\right) . \tag{169}
\end{equation*}
$$

Then

$$
\begin{align*}
& \int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} \frac{\left|\left(D_{b_{1}-}^{k_{1} \gamma_{1}} f_{1}\right)\left(x_{1}\right)\right|\left|\left(D_{b_{2}-}^{k_{2} \gamma_{2}} f_{2}\right)\left(x_{2}\right)\right| d x_{1} d x_{2}}{\left[\frac{\left(b_{1}-x_{1}\right)^{p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1}}{p\left(p\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}-1\right)+1\right)}+\frac{\left(b_{2}-x_{2}\right)^{q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1}}{q\left(q\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}-1\right)+1\right)}\right]} \\
\leq & \frac{\left(b_{1}-a_{1}\right)\left(b_{2}-a_{2}\right)}{\Gamma\left(\left(n_{1}+1\right) \alpha_{1}-k_{1} \gamma_{1}\right) \Gamma\left(\left(n_{2}+1\right) \alpha_{2}-k_{2} \gamma_{2}\right)}  \tag{170}\\
& \cdot\left(\int_{a_{1}}^{b_{1}}\left|D_{b_{1}-}^{\left(n_{1}+1\right) \alpha_{1}} f_{1}\left(t_{1}\right)\right|^{q} d t_{1}\right)^{\frac{1}{q}}\left(\int_{a_{2}}^{b_{2}}\left|D_{b_{2}-}^{\left(n_{2}+1\right) \alpha_{2}} f_{2}\left(t_{2}\right)\right|^{p} d t_{2}\right)^{\frac{1}{p}} .
\end{align*}
$$

Proof Similar to the proof of Theorem 24, using (115). As such it is omitted.

We give the following fractional Ostrowski type inequalities:
Theorem 26 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b]), y \in[a, b]$ is fixed. We assume that $D_{y}^{k \alpha} f, D_{y-}^{k \alpha} f \in C([a, b]), k=0,1,2, \ldots, n+1 ; n \in \mathbb{N}$. Let $p, q>1: \frac{1}{p}+\frac{1}{q}=1$. Set

$$
\begin{align*}
\Delta(f, y) & :=f(y)-\frac{1}{b-a} \int_{a}^{b} f(x) d x+\sum_{i=2}^{n} \frac{1}{(b-a) \Gamma(i \alpha+2)} \\
\cdot & {\left[\left(D_{y-}^{i \alpha} f\right)(y)(y-a)^{i \alpha+1}+\left(D_{y}^{i \alpha} f\right)(y)(b-y)^{i \alpha+1}\right] } \tag{171}
\end{align*}
$$

Then
(i)

$$
\begin{align*}
& |\Delta(f, y)| \\
\leq & \frac{1}{\Gamma((n+1) \alpha+2)(b-a)}  \tag{172}\\
& \cdot\left[(b-y)^{(n+1) \alpha+1}\left\|D_{y}^{(n+1) \alpha} f\right\|_{\infty}+(y-a)^{(n+1) \alpha+1}\left\|D_{y-}^{(n+1) \alpha} f\right\|_{\infty}\right]
\end{align*}
$$

(ii) if $\frac{1}{n+1} \leq \alpha<1$, we derive:

$$
\begin{align*}
& |\Delta(f, y)| \\
\leq & \frac{1}{\Gamma((n+1) \alpha)(b-a)}  \tag{173}\\
& \cdot\left[(b-y)^{(n+1) \alpha}\left\|D_{y}^{(n+1) \alpha} f\right\|_{1,[y, b]}+(y-a)^{(n+1) \alpha}\left\|D_{y-}^{(n+1) \alpha} f\right\|_{1,[a, y]}\right]
\end{align*}
$$

(iii) if $\frac{1}{(n+1) q}<\alpha<1$, we obtain:

$$
\begin{align*}
& |\Delta(f, y)|  \tag{174}\\
\leq & \frac{1}{\Gamma((n+1) \alpha)(b-a)\left((n+1) \alpha+\frac{1}{p}\right)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}} \\
& \cdot\left[(b-y)^{(n+1) \alpha+\frac{1}{p}}\left\|D_{y}^{(n+1) \alpha} f\right\|_{q,[y, b]}+(y-a)^{(n+1) \alpha+\frac{1}{p}}\left\|D_{y-}^{(n+1) \alpha} f\right\|_{q,[a, y]}\right]
\end{align*}
$$

Proof (i) By (20) and (21), we notice that

$$
\Delta(f, y)=R_{1}(y)
$$

and

$$
\begin{align*}
& \left|R_{1}(y)\right| \\
\leq & \frac{1}{\Gamma((n+1) \alpha)(b-a)}\left[\left(\int_{a}^{y}\left(\int_{x}^{y}(t-x)^{(n+1) \alpha-1} d t\right) d x\right)\left\|D_{y-}^{(n+1) \alpha} f\right\|_{\infty}\right. \\
& \left.+\left(\int_{y}^{b}\left(\int_{y}^{x}(x-t)^{(n+1) \alpha-1} d t\right) d x\right)\left\|D_{y}^{(n+1) \alpha} f\right\|_{\infty}\right] \\
= & \frac{1}{\Gamma((n+1) \alpha)(b-a)}\left[\frac{(y-a)^{(n+1) \alpha+1}}{((n+1) \alpha)((n+1) \alpha+1)}\left\|D_{y-}^{(n+1) \alpha} f\right\|_{\infty}\right. \\
& \left.+\frac{(b-y)^{(n+1) \alpha+1}}{((n+1) \alpha)((n+1) \alpha+1)}\left\|D_{y}^{(n+1) \alpha} f\right\|_{\infty}\right] \\
= & \frac{1}{\Gamma((n+1) \alpha+2)(b-a)}  \tag{175}\\
& \cdot\left[(b-y)^{(n+1) \alpha+1}\left\|D_{y}^{(n+1) \alpha} f\right\|_{\infty}+(y-a)^{(n+1) \alpha+1}\left\|D_{y-}^{(n+1) \alpha} f\right\|_{\infty}\right]
\end{align*}
$$

proving (172).
(ii) We use here that $\frac{1}{n+1} \leq \alpha<1$. We have

$$
\begin{gathered}
\leq \frac{\left|R_{1}(y)\right|}{\Gamma((n+1) \alpha)(b-a)} \\
\cdot\left[\int_{a}^{y}\left(\int_{x}^{y}(t-x)^{(n+1) \alpha-1}\left|\left(D_{y-}^{(n+1) \alpha} f\right)(t)\right| d t\right) d x\right. \\
\left.+\int_{y}^{b}\left(\int_{y}^{x}(x-t)^{(n+1) \alpha-1}\left|\left(D_{y}^{(n+1) \alpha} f\right)(t)\right| d t\right) d x\right] \\
\leq \frac{1}{\Gamma((n+1) \alpha)(b-a)} \\
\cdot\left[\left(\int_{a}^{y}\left(\int_{x}^{y}\left|\left(D_{y-}^{(n+1) \alpha} f\right)(t)\right| d t\right) d x\right)(y-a)^{(n+1) \alpha-1}\right. \\
\left.+\left(\int_{y}^{b}\left(\int_{y}^{x}\left|\left(D_{y}^{(n+1) \alpha} f\right)(t)\right| d t\right) d x\right)(b-y)^{(n+1) \alpha-1}\right]
\end{gathered}
$$

$$
\begin{align*}
\leq & \frac{1}{\Gamma((n+1) \alpha)(b-a)}  \tag{177}\\
& \cdot\left[\left\|D_{y-}^{(n+1) \alpha} f\right\|_{1,[a, y]}(y-a)^{(n+1) \alpha}+\left\|D_{y}^{(n+1) \alpha} f\right\|_{1,[y, b]}(b-y)^{(n+1) \alpha}\right]
\end{align*}
$$

proving (173).
(iii) We use here that $\frac{1}{(n+1) q}<\alpha<1$. We observe that

$$
\begin{align*}
\leq & \frac{\left|R_{1}(y)\right|}{\Gamma((n+1) \alpha)(b-a)} \\
& \cdot\left[\int_{a}^{y}\left(\int_{x}^{y}(t-x)^{p((n+1) \alpha-1)} d t\right)^{\frac{1}{p}}\left(\int_{x}^{y}\left|\left(D_{y-}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}} d x\right.  \tag{178}\\
& \left.+\int_{y}^{b}\left(\int_{y}^{x}(x-t)^{p((n+1) \alpha-1)} d t\right)^{\frac{1}{p}}\left(\int_{y}^{x}\left|\left(D_{y}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}} d x\right] \\
& \left.\leq \frac{1}{\Gamma((n+1) \alpha)(b-a)}\right] \\
& \cdot\left[\left(\int_{a}^{y} \frac{(y-x)^{(n+1) \alpha-1+\frac{1}{p}}}{(p((n+1) \alpha-1)+1)^{\frac{1}{p}}} d x\right)\left\|D_{y-}^{(n+1) \alpha} f\right\|_{q,[a, y]}^{b}\right. \\
= & \left.\left.\frac{(x-y)^{(n+1) \alpha-1+\frac{1}{p}}}{\Gamma((n+1) \alpha)(b-a)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}} d x\right)\left\|D_{y}^{(n+1) \alpha} f\right\|_{q,[y, b]}^{(p((n+1) \alpha-1)+1)^{\frac{1}{p}}}\right] \\
& \cdot\left[\frac{(y-a)^{(n+1) \alpha+\frac{1}{p}}}{\left.(n+1) \alpha+\frac{1}{p}\right)}\left\|D_{y-}^{(n+1) \alpha} f\right\|_{q,[a, y]}+\frac{(b-y)^{(n+1) \alpha+\frac{1}{p}}}{\left.(n+1) \alpha+\frac{1}{p}\right)}\left\|D_{y}^{(n+1) \alpha} f\right\|_{q,[y, b]}\right] \tag{179}
\end{align*}
$$

proving the claim (174).
The theorem is proved.

We present the following very general left fractional Poincaré type inequality:
Theorem 27 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{a}^{\bar{k} \alpha} f \in C([a, b]), \bar{k}=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{a}^{i \alpha} f\right)(a)=0$, for $i=0,2,3, \ldots, n$. Let $\gamma>0$ with $\lceil\gamma\rceil=m$, and $p, q>1: \frac{1}{p}+\frac{1}{q}=1$. We further assume that $(k \in \mathbb{N})$

$$
\begin{equation*}
1>\alpha>\max \left(\frac{m+(k-1) \gamma}{n+1}, \frac{k \gamma q+1}{(n+1) q}\right) . \tag{182}
\end{equation*}
$$

Then

$$
\begin{align*}
& \left\|D_{a}^{k \gamma} f\right\|_{q} \\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)}  \tag{183}\\
& \cdot \frac{(b-a)^{(n+1) \alpha-k \gamma}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}} q^{\frac{1}{q}}((n+1) \alpha-k \gamma)^{\frac{1}{q}}}\left\|D_{a}^{(n+1) \alpha} f\right\|_{q} .
\end{align*}
$$

Proof We use (80). We observe that

$$
\begin{align*}
& \quad\left|\left(D_{a}^{k \gamma} f\right)(x)\right| \\
& \leq  \tag{184}\\
& \quad \frac{1}{\Gamma((n+1) \alpha-k \gamma)} \\
& \quad\left(\int_{a}^{x}(x-t)^{p((n+1) \alpha-k \gamma-1)} d t\right)^{\frac{1}{p}}\left(\int_{a}^{x}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}}  \tag{185}\\
& \quad \leq \frac{1}{\Gamma((n+1) \alpha-k \gamma)} \frac{(x-a)^{\frac{p(n+1) \alpha-k \gamma-1)+1}{p}}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}} \\
& \quad \cdot\left(\int_{a}^{b}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}}
\end{align*}
$$

That is, we have

$$
\begin{align*}
& \left|\left(D_{a}^{k \gamma} f\right)(x)\right|^{q} \\
\leq & \frac{1}{(\Gamma((n+1) \alpha-k \gamma))^{q}}  \tag{186}\\
& \cdot \frac{(x-a)^{(p((n+1) \alpha-k \gamma-1)+1) \frac{q}{p}}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{q}{p}}}\left(\int_{a}^{b}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right) .
\end{align*}
$$

Therefore it holds

$$
\begin{align*}
& \int_{a}^{b}\left|\left(D_{a}^{k \gamma} f\right)(x)\right|^{q} d x \\
& \leq \frac{1}{(\Gamma((n+1) \alpha-k \gamma))^{q}} \\
& \cdot \frac{(b-a)^{(p((n+1) \alpha-k \gamma-1)+1) \frac{q}{p}+1}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{q}{p}}\left((p((n+1) \alpha-k \gamma-1)+1) \frac{q}{p}+1\right)} \\
& \cdot\left(\int_{a}^{b}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right) \\
&=\frac{1}{(\Gamma((n+1) \alpha-k \gamma))^{q}}  \tag{187}\\
& \quad \cdot \frac{(b-a)^{q((n+1) \alpha-k \gamma)}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{q}{p}} q((n+1) \alpha-k \gamma)} \\
& \quad \cdot\left(\int_{a}^{b}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)
\end{align*}
$$

proving the claim.
Next we present a very general right fractional Poincaré type inequality:
Theorem 28 Let $0<\alpha<1, f:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime} \in L_{\infty}([a, b])$. Assume that $D_{b-}^{\bar{k} \alpha} f \in C([a, b]), \bar{k}=0,1, \ldots, n+1 ; n \in \mathbb{N}$. Suppose that $\left(D_{b-}^{i \alpha} f\right)(b)=$ 0 , for $i=0,2,3, \ldots, n$. Let $\gamma>0$ with $\lceil\gamma\rceil=m$, and $p, q>1: \frac{1}{p}+\frac{1}{q}=1$. We further assume that $(k \in \mathbb{N})$

$$
1>\alpha>\max \left(\frac{m+(k-1) \gamma}{n+1}, \frac{k \gamma q+1}{(n+1) q}\right) .
$$

Then

$$
\begin{align*}
& \left\|D_{b-}^{k \gamma} f\right\|_{q} \\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)}  \tag{188}\\
& \cdot \frac{(b-a)^{(n+1) \alpha-k \gamma}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}} q^{\frac{1}{q}}((n+1) \alpha-k \gamma)^{\frac{1}{q}}}\left\|D_{b-}^{(n+1) \alpha} f\right\|_{q} .
\end{align*}
$$

Proof Similar to Theorem 27, using (115). It is omitted.
We continue with a Sobolev type left fractional inequality:
Theorem 29 Let all here as in Theorem 27. Assume that $r \geq 1$. Then

$$
\begin{align*}
& \left\|D_{a}^{k \gamma} f\right\|_{r} \\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)}  \tag{189}\\
& \cdot \frac{(b-a)^{(n+1) \alpha-k \gamma-\frac{1}{q}+\frac{1}{r}}\left\|D_{a}^{(n+1) \alpha} f\right\|_{q}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}\left[r\left((n+1) \alpha-k \gamma-\frac{1}{q}\right)+1\right]^{\frac{1}{r}}} .
\end{align*}
$$

Proof As in the proof of Theorem 27, we obtain

$$
\begin{align*}
& \left|\left(D_{a}^{k \gamma} f\right)(x)\right|  \tag{190}\\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)} \\
& \cdot \frac{(x-a)^{\frac{p(n+1) \alpha-k \gamma-1)+1}{p}}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}}\left(\int_{a}^{b}\left|\left(D_{a}^{(n+1) \alpha} f\right)(t)\right|^{q} d t\right)^{\frac{1}{q}}
\end{align*}
$$

$\forall x \in[a, b]$. Hence by $r \geq 1$, we derive

$$
\begin{align*}
& \left|\left(D_{a}^{k \gamma} f\right)(x)\right|^{r}  \tag{191}\\
\leq & \frac{1}{(\Gamma((n+1) \alpha-k \gamma))^{r}} \\
& \cdot \frac{(x-a)^{\frac{r(p(n+1) \alpha-k \gamma-1)+1)}{p}}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{r}{p}}}\left\|D_{a}^{(n+1) \alpha} f\right\|_{q}^{r}
\end{align*}
$$

$\forall x \in[a, b]$. Consequently, it holds

$$
\begin{align*}
& \int_{a}^{b}\left|\left(D_{a}^{k \gamma} f\right)(x)\right|^{r} d x  \tag{192}\\
\leq & \frac{1}{(\Gamma((n+1) \alpha-k \gamma))^{r}} \\
& \cdot \frac{(b-a)^{r((n+1) \alpha-k \gamma-1)+\frac{r}{p}+1}\left\|D_{a}^{(n+1) \alpha} f\right\|_{q}^{r}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{r}{p}}\left(r((n+1) \alpha-k \gamma-1)+\frac{r}{p}+1\right)}
\end{align*}
$$

Finally, we get

$$
\begin{align*}
& \left\|D_{a}^{k \gamma} f\right\|_{r}  \tag{193}\\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)} \\
& \cdot \frac{(b-a)^{(n+1) \alpha-k \gamma-1+\frac{1}{p}+\frac{1}{r}}\left\|D_{a}^{(n+1) \alpha} f\right\|_{q}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}\left[r((n+1) \alpha-k \gamma-1)+\frac{r}{p}+1\right]^{\frac{1}{r}}} \\
= & \frac{1}{\Gamma((n+1) \alpha-k \gamma)} \\
& \cdot \frac{(b-a)^{(n+1) \alpha-k \gamma-\frac{1}{q}+\frac{1}{r}}\left\|D_{a}^{(n+1) \alpha} f\right\|_{q}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}\left[r\left((n+1) \alpha-k \gamma-\frac{1}{q}\right)+1\right]^{\frac{1}{r}}} \tag{194}
\end{align*}
$$

proving the claim.
We continue with a Sobolev type right fractional inequality:
Theorem 30 Let all here as in Theorem 28. Assume that $r \geq 1$. Then

$$
\begin{align*}
& \left\|D_{b-}^{k \gamma} f\right\|_{r}  \tag{195}\\
\leq & \frac{1}{\Gamma((n+1) \alpha-k \gamma)} \\
& \cdot \frac{(b-a)^{(n+1) \alpha-k \gamma-\frac{1}{q}+\frac{1}{r}}\left\|D_{b-}^{(n+1) \alpha} f\right\|_{q}}{(p((n+1) \alpha-k \gamma-1)+1)^{\frac{1}{p}}\left[r\left((n+1) \alpha-k \gamma-\frac{1}{q}\right)+1\right]^{\frac{1}{r}}}
\end{align*}
$$

Proof As in the proof of Theorem 29, using (115). It is omitted.
We give the following fractional Grüss type inequality:
Theorem 31 Let $0<\alpha<1, f, h:[a, b] \rightarrow \mathbb{R}$ such that $f^{\prime}, h^{\prime} \in L_{\infty}([a, b])$. We assume that $D_{y}^{k \alpha} f, D_{y-}^{k \alpha} f, D_{y}^{k \alpha} h, D_{y-}^{k \alpha} h \in C([a, b]), \forall y \in[a, b] ; k=0,1,2, \ldots$, $n+1 ; n \in \mathbb{N}$. Then
1 .

$$
\begin{aligned}
& \Delta_{(n+1) \alpha}(f, h) \\
&:=\frac{1}{b-a} \int_{a}^{b} f(x) h(x) d x-\frac{1}{(b-a)^{2}}\left(\int_{a}^{b} f(x) d x\right)\left(\int_{a}^{b} h(x) d x\right) \\
&+\frac{1}{2(b-a)^{2}} \sum_{i=2}^{n} \frac{1}{\Gamma(i \alpha+2)}\left[\int _ { a } ^ { b } \left\{(y-a)^{i \alpha+1}\left[h(y)\left(D_{y-}^{i \alpha} f\right)(y)+f(y)\left(D_{y-h}^{i \alpha} h\right)(y)\right]\right.\right.
\end{aligned}
$$

$$
\begin{gather*}
\left.\left.\quad+(b-y)^{i \alpha+1}\left[h(y)\left(D_{y}^{i \alpha} f\right)(y)+f(y)\left(D_{y}^{i \alpha} h\right)(y)\right]\right\} d y\right]  \tag{196}\\
=\frac{1}{2(b-a)} \int_{a}^{b}\left[f(y) R_{1}(h, y)+h(y) R_{1}(f, y)\right] d y=: K_{(n+1) \alpha}(f, h) .
\end{gather*}
$$

Above $R_{1}(f, y)$ is the same as $R_{1}(y)$ in (20), (21); similarly for $R_{1}(h, y)$ now it is $R_{1}(y)$ for $h$.
2. it holds

$$
\begin{align*}
\left|\Delta_{(n+1) \alpha}(f, h)\right| \leq & \frac{(b-a)^{(n+1) \alpha}}{2 \Gamma((n+1) \alpha+2)}  \tag{197}\\
& \cdot\left[\|f\|_{\infty}\left(\sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} h\right\|_{\infty}+\left\|D_{y-}^{(n+1) \alpha} h\right\|_{\infty}\right)\right)\right. \\
& \left.+\|h\|_{\infty}\left(\sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} f\right\|_{\infty}+\left\|D_{y-}^{(n+1) \alpha} f\right\|_{\infty}\right)\right)\right] .
\end{align*}
$$

3. when $\frac{1}{n+1} \leq \alpha<1$, we obtain

$$
\begin{align*}
& \left|\Delta_{(n+1) \alpha}(f, h)\right| \\
\leq & \frac{(b-a)^{(n+1) \alpha-1}}{2 \Gamma((n+1) \alpha)}  \tag{198}\\
& \cdot\left[\|f\|_{\infty}\left(\sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} h\right\|_{1,[a, b]}+\left\|D_{y-}^{(n+1) \alpha} h\right\|_{1,[a, b]}\right)\right)\right. \\
& \left.+\|h\|_{\infty}\left(\sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} f\right\|_{1,[a, b]}+\left\|D_{y-}^{(n+1) \alpha} f\right\|_{1,[a, b]}\right)\right)\right] .
\end{align*}
$$

4. when $p, q>1: \frac{1}{p}+\frac{1}{q}=1$, and $\frac{1}{(n+1) q}<\alpha<1$, we obtain

$$
\begin{align*}
& \left|\Delta_{(n+1) \alpha}(f, h)\right|  \tag{199}\\
\leq & \frac{(b-a)^{(n+1) \alpha-\frac{1}{q}}}{2 \Gamma((n+1) \alpha)\left((n+1) \alpha+\frac{1}{p}\right)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}} \\
& \cdot\left[\|f\|_{\infty}\left(\sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} h\right\|_{q,[a, b]}+\left\|D_{y-}^{(n+1) \alpha} h\right\|_{q,[a, b]}\right)\right)\right. \\
& \left.+\|h\|_{\infty}\left(\sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} f\right\|_{q,[a, b]}+\left\|D_{y-}^{(n+1) \alpha} f\right\|_{q,[a, b]}\right)\right)\right] .
\end{align*}
$$

Proof Notice $\Delta(f, y)=R_{1}(f, y), \Delta(h, y)=R_{1}(h, y)$, see (171).

1. We use (20), and we denote $R_{1}(y)$ as $R_{1}(f, y)$, see (21), to associate it to $f$, similarly for $R_{1}(h, y)$. So we have

$$
\begin{aligned}
& h(y) f(y) \\
= & \frac{h(y)}{b-a} \int_{a}^{b} f(x) d x \\
& -\sum_{i=2}^{n} \frac{h(y)}{(b-a) \Gamma(i \alpha+2)}\left[\left(D_{y-}^{i \alpha} f\right)(y)(y-a)^{i \alpha+1}+\left(D_{y}^{i \alpha} f\right)(y)(b-y)^{i \alpha+1}\right] \\
& +h(y) R_{1}(f, y),
\end{aligned}
$$

$\forall y \in[a, b]$. We also can write:

$$
\begin{align*}
& f(y) h(y) \\
= & \frac{f(y)}{b-a} \int_{a}^{b} h(x) d x  \tag{201}\\
& -\sum_{i=2}^{n} \frac{f(y)}{(b-a) \Gamma(i \alpha+2)}\left[\left(D_{y-}^{i \alpha} h\right)(y)(y-a)^{i \alpha+1}+\left(D_{y}^{i \alpha} h\right)(y)(b-y)^{i \alpha+1}\right] \\
& +f(y) R_{1}(h, y),
\end{align*}
$$

$\forall y \in[a, b]$, where $R_{1}(h, y)$ coresponds to (21) written for $h$. Then integrating (200) we find

$$
\begin{aligned}
& \int_{a}^{b} f(y) h(y) \\
= & \frac{\left(\int_{a}^{b} f(x) d x\right)\left(\int_{a}^{b} h(x) d x\right)}{b-a} \\
& -\sum_{i=2}^{n} \frac{1}{(b-a) \Gamma(i \alpha+2)} \int_{a}^{b} h(y) \\
& \cdot\left[\left(D_{y-}^{i \alpha} f\right)(y)(y-a)^{i \alpha+1}+\left(D_{y}^{i \alpha} f\right)(y)(b-y)^{i \alpha+1}\right] d y \\
& +\int_{a}^{b} h(y) R_{1}(f, y) d y .
\end{aligned}
$$

And integrating (201) we derive

$$
\begin{align*}
& \int_{a}^{b} f(y) h(y) d y \\
= & \frac{\left(\int_{a}^{b} f(x) d x\right)\left(\int_{a}^{b} h(x) d x\right)}{b-a}  \tag{203}\\
& -\sum_{i=2}^{n} \frac{1}{(b-a) \Gamma(i \alpha+2)} \int_{a}^{b} f(y) \\
& \cdot\left[\left(D_{y-}^{i \alpha} h\right)(y)(y-a)^{i \alpha+1}+\left(D_{y}^{i \alpha} h\right)(y)(b-y)^{i \alpha+1}\right] d y \\
& +\int_{a}^{b} f(y) R_{1}(h, y) d y .
\end{align*}
$$

Adding (202) and (203), we get:

$$
\begin{align*}
& 2 \int_{a}^{b} f(x) h(x) d x \\
= & \frac{2\left(\int_{a}^{b} f(x) d x\right)\left(\int_{a}^{b} h(x) d x\right)}{b-a}  \tag{204}\\
& -\sum_{i=2}^{n} \frac{1}{(b-a) \Gamma(i \alpha+2)} \\
& \cdot\left[\int _ { a } ^ { b } \left\{h(y)\left[\left(D_{y-}^{i \alpha} f\right)(y)(y-a)^{i \alpha+1}+\left(D_{y}^{i \alpha} f\right)(y)(b-y)^{i \alpha+1}\right]\right.\right. \\
& \left.\left.+f(y)\left[\left(D_{y-}^{i \alpha} h\right)(y)(y-a)^{i \alpha+1}+\left(D_{y}^{i \alpha} h\right)(y)(b-y)^{i \alpha+1}\right]\right\} d y\right] \\
& +\int_{a}^{b}\left[f(y) R_{1}(h, y)+h(y) R_{1}(f, y)\right] d y .
\end{align*}
$$

Next we divide the last (204) by $2(b-a)$, and rewrite it properly to obtain:

$$
\begin{align*}
& \frac{1}{b-a} \int_{a}^{b} f(x) h(x) d x \\
= & \frac{\left(\int_{a}^{b} f(x) d x\right)\left(\int_{a}^{b} h(x) d x\right)}{(b-a)^{2}}  \tag{205}\\
& -\frac{1}{2(b-a)^{2}} \sum_{i=2}^{n} \frac{1}{\Gamma(i \alpha+2)}\left[\int _ { a } ^ { b } \left\{(y-a)^{i \alpha+1}\left[h(y)\left(D_{y-}^{i \alpha} f\right)(y)+f(y)\left(D_{y-}^{i \alpha} h\right)(y)\right]\right.\right. \\
& \left.\left.+(b-y)^{i \alpha+1}\left[h(y)\left(D_{y}^{i \alpha} f\right)(y)+f(y)\left(D_{y}^{i \alpha} h\right)(y)\right]\right\} d y\right] \\
& +\frac{1}{2(b-a)} \int_{a}^{b}\left[f(y) R_{1}(h, y)+h(y) R_{1}(f, y)\right] d y,
\end{align*}
$$

proving (196).
2. It holds

$$
\begin{align*}
& \left|\Delta_{(n+1) \alpha}(f, h)\right| \\
= & \left|K_{(n+1) \alpha}(f, h)\right| \\
= & \frac{1}{2(b-a)}\left|\int_{a}^{b}\left[f(y) R_{1}(h, y)+h(y) R_{1}(f, y)\right] d y\right| \\
\leq & \frac{1}{2(b-a)} \int_{a}^{b}\left[|f(y)|\left|R_{1}(h, y)\right|+|h(y)|\left|R_{1}(f, y)\right|\right] d y \tag{206}
\end{align*}
$$

$$
\begin{align*}
& \stackrel{(172)}{\leq} \frac{1}{2 \Gamma((n+1) \alpha+2)(b-a)^{2}} \\
& \cdot \int_{a}^{b}\left[|f(y)|\left((b-y)^{(n+1) \alpha+1}\left\|D_{y}^{(n+1) \alpha} h\right\|_{\infty}+(y-a)^{(n+1) \alpha+1}\left\|D_{y-}^{(n+1) \alpha} h\right\|_{\infty}\right)\right. \\
& \left.+|h(y)|\left((b-y)^{(n+1) \alpha+1}\left\|D_{y}^{(n+1) \alpha} f\right\|_{\infty}+(y-a)^{(n+1) \alpha+1}\left\|D_{y-}^{(n+1) \alpha} f\right\|_{\infty}\right)\right] d y \\
& \quad \leq \frac{(b-a)^{(n+1) \alpha}}{2 \Gamma((n+1) \alpha+2)}\left[\|f\|_{\infty} \sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} h\right\|_{\infty}+\left\|D_{y-}^{(n+1) \alpha} h\right\|_{\infty}\right)\right. \\
& \left.\quad+\|h\|_{\infty} \sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} f\right\|_{\infty}+\left\|D_{y-}^{(n+1) \alpha} f\right\|_{\infty}\right)\right], \tag{207}
\end{align*}
$$

proving (197).
3. It holds, when $\frac{1}{n+1} \leq \alpha<1$, that

$$
\begin{align*}
& \quad\left|\Delta_{(n+1) \alpha}(f, h)\right|  \tag{208}\\
& \leq \frac{1}{2(b-a)} \int_{a}^{b}\left[|f(y)|\left|R_{1}(h, y)\right|+|h(y)|\left|R_{1}(f, y)\right|\right] d y \\
& \stackrel{(29.173)}{\leq} \frac{1}{2(b-a)^{2} \Gamma((n+1) \alpha)} \\
& \quad \int_{a}^{b}\left[|f(y)|\left[(b-y)^{(n+1) \alpha}\left\|D_{y}^{(n+1) \alpha} h\right\|_{1,[y, b]}+(y-a)^{(n+1) \alpha}\left\|D_{y-}^{(n+1) \alpha} h\right\|_{1,[a, y]}\right]\right. \\
& \quad+|h(y)|\left[(b-y)^{(n+1) \alpha}\left\|D_{y}^{(n+1) \alpha} f\right\|_{1,[y, b]}+(y-a)^{(n+1) \alpha}\left\|D_{y-}^{(n+1) \alpha} f\right\|_{1,[a, y]}\right] d y \\
& \quad \leq \frac{(b-a)^{(n+1) \alpha-1}}{2 \Gamma((n+1) \alpha)}\left[\|f\|_{\infty} \sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} h\right\|_{1,[a, b]}+\left\|D_{y-}^{(n+1) \alpha} h\right\|_{1,[a, b]}\right)\right. \\
& \left.\quad+\|h\|_{\infty} \sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} f\right\|_{1,[a, b]}+\left\|D_{y-}^{(n+1) \alpha} f\right\|_{1,[a, b]}\right)\right], \tag{209}
\end{align*}
$$

proving (198).
4. It holds, when $\frac{1}{(n+1) q}<\alpha<1$, that

$$
\begin{align*}
& \left|\Delta_{(n+1) \alpha}(f, h)\right| \\
& \leq \frac{1}{2(b-a)} \int_{a}^{b}\left[|f(y)|\left|R_{1}(h, y)\right|+|h(y)|\left|R_{1}(f, y)\right|\right] d y  \tag{210}\\
& \stackrel{(174)}{\leq} \frac{1}{2 \Gamma((n+1) \alpha)(b-a)^{2}\left((n+1) \alpha+\frac{1}{p}\right)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}}  \tag{211}\\
& \cdot \int_{a}^{b}\left[|f(y)|\left((b-y)^{(n+1) \alpha+\frac{1}{p}}\left\|D_{y}^{(n+1) \alpha} h\right\|_{q,[y, b]}+(y-a)^{(n+1) \alpha+\frac{1}{p}}\left\|D_{y-}^{(n+1) \alpha} h\right\|_{q,[a, y]}\right)\right. \\
& \left.+|h(y)|\left((b-y)^{(n+1) \alpha+\frac{1}{p}}\left\|D_{y}^{(n+1) \alpha} f\right\|_{q,[y, b]}+(y-a)^{(n+1) \alpha+\frac{1}{p}}\left\|D_{y-}^{(n+1) \alpha} f\right\|_{q,[a, y]}\right)\right] d y \\
& \leq \frac{(b-a)^{(n+1) \alpha+\frac{1}{p}-1}}{2 \Gamma((n+1) \alpha)\left((n+1) \alpha+\frac{1}{p}\right)(p((n+1) \alpha-1)+1)^{\frac{1}{p}}}  \tag{212}\\
& \cdot\left[\|f\|_{\infty} \sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} h\right\|_{q,[a, b]}+\left\|D_{y-}^{(n+1) \alpha} h\right\|_{q,[a, b]}\right)\right. \\
& \left.+\|h\|_{\infty} \sup _{y \in[a, b]}\left(\left\|D_{y}^{(n+1) \alpha} f\right\|_{q,[a, b]}+\left\|D_{y-}^{(n+1) \alpha} f\right\|_{q,[a, b]}\right)\right],
\end{align*}
$$

proving (199).
We use also that a norm is a continuous function. The theorem is proved.
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